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Abstract—Existing methods for person re-identification (Re-
ID) are mostly based on supervised learning which requires
numerous manually labeled samples across all camera views
for training. Such a paradigm suffers the scalability issue since
in real-world Re-ID application, it is difficult to exhaustively
label abundant identities over multiple disjoint camera views.
To this end, we propose a progressive deep learning method for
unsupervised person Re-ID in the wild by Tracklet Association
with Spatio-Temporal Regularization (TASTR). In our approach,
we first collect tracklet data within each camera by automatic
person detection and tracking. Then, an initial Re-ID model is
trained based on within-camera triplet construction for person
representation learning. After that, based on the person visual
feature and spatio-temporal constraint, we associate cross-camera
tracklets to generate cross-camera triplets and update the Re-
ID model. Lastly, with the refined Re-ID model, better visual
feature of person can be extracted, which further promote
the association of cross-camera tracklets. The last two steps
are iterated multiple times to progressively upgrade the Re-
ID model. To facilitate the study, we have collected a new 4K
UHD video dataset named Campus4K with full frames and
full spatio-temporal information. Experimental results show that
with the spatio-temporal constraint in the training phase, the
proposed approach outperforms the state-of-the-art unsupervised
methods by notable margins on DukeMTMC-reID, and achieves
competitive performance to fully supervised methods on both
DukeMTMC-reID and Campus4K datasets.

Index Terms—Unsupervised person re-identification, Spatio-
temporal regularization, Tracklet association.

I. INTRODUCTION

AS a hot topic in computer vision, person re-identification
(Re-ID) aims at matching pedestrians detected from non-

overlapping camera views. Thanks to the potential significance
in video surveillance applications, it has attracted wide at-
tention from both academia and industry. Recently, extensive
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research has been carried out on person Re-ID [1]–[13],
and covers a variety of application scenarios such as person
search [14], [15], attribute-based Re-ID [16], [17] and Group
Re-ID [18], [19], etc. In person Re-ID, the key is to learn a
good feature representation for pedestrian, which is expected
to be invariant to view, pose and the change of cameras, etc. In
recent years, the performance of person Re-ID has been greatly
boosted with the development of deep learning techniques and
the release of many large-scale public datasets.

Most existing approaches [1]–[13] for person Re-ID follow
the supervised learning paradigm on labeled datasets, where
cross-view identity matching image pairs are supposed to be
manually labeled for each camera pair. However, we may
suffer performance degradation when directly deploying these
trained models to a different real-world scenario [20] due to
the non-trivial gap between training data and target domain.
On the other hand, it is rather strenuous and impractical to
annotate the target data, especially for online surveillance
videos of large-scale camera network [21]. To directly make
full use of the massive and cheap unlabeled video data,
person Re-ID by unsupervised learning, where per camera-
pair ID labeled training data is no longer required, is gaining
increasing popularity [22]–[28].

Spatio-temporal feature [29]–[32] has been widely used in
video person Re-ID, which enables the feature extractor to
be aware of the current input video sequences. For example,
Zhang et al. [29] build a spatio-temporal appearance repre-
sentation for video person re-identification, which exploits
the periodicity exhibited by a walking person to generate a
spatio-temporal body-action model. Besides, spatio-temporal
context in camera network, which means when and where
someone appears, also provides a wealth of information to
distinguish as well as associate persons of interest [21], [33]–
[36]. Since for most people the spatial transfer time between
cameras usually follows a similar pattern of walking speed, it
helps a lot in short-time person retrieval by eliminating lots
of irrelevant images as the camera network is fixed. In the
following discussion, the spatio-temporal information refers
to spatio-temporal context in camera network.

To learn a person Re-ID model, substantial cross-view
training data is needed in order to cope with the significant
visual appearance change between different cameras. To this
end, cross-camera person tracklet association is an alternative
to provide cross-view data for unsupervised Re-ID learning.
As spatio-temporal information is beneficial to essentially im-
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Fig. 1. Our framework consists of 4 steps: (1) Multi-person detection and tracking. (2) Within-camera Re-ID learning. (3) Cross-camera tracklets association
with spatio-temporal regularization. (4) Cross-camera Re-ID learning. Step (1) and (2) only conduct once while (3) and (4) are iterated several times for
progressive optimization.

prove the performance of short-time person Re-ID, it can also
be explored in unsupervised cross-camera tracklet association.
Considering the fact that it is more important to improve the
precision of tracklet association for unsupervised methods than
to sort out all the tracklets belonging to a person, it suffices to
design a relatively simple tracklet association based on spatio-
temporal constraint without any labeled data, even if we miss
some positive tracklet pairs (with the same ID).

Based on the above motivation, in this paper, we propose
a progressive unsupervised learning framework by cross-
camera Tracklet Association with Spatio-Temporal Regular-
ization (TASTR). Some previous unsupervised methods [21],
[26], [37] either suffer the lack of accurate spatio-temporal
information, or directly use off-the-shelf tracklets in training
set for model initialization and assume different tracklets con-
tain different person identities. To avoid the above issues and
well justify the proposed approach, we have collected a new
4K UHD video dataset for unsupervised person Re-ID, which
contains full frames and full spatio-temporal information. The
general framework of the proposed approach is illustrated in
Fig. 1. In the first stage, we conduct multi-person detection
and tracking per camera to get their tracklets and train a
within-camera Re-ID model. In the second stage, cross-camera
tracklets association with spatio-temporal regularization is
proposed to obtain accurate pseudo labels across cameras to
further learn cross-view identity-specific discriminative infor-
mation. Finally, the Re-ID model is progressively optimized
by iterating the two steps in the second stage.

Our contributions can be summarized into three aspects:

• We collect a new 4K UHD video dataset, named Cam-
pus4K, for unsupervised person Re-ID. Compared with
existing Re-ID datasets, Campus4K is of higher quality
with full frames and complete spatio-temporal informa-
tion.

• We propose a progressive unsupervised deep learning
framework for person Re-ID by Tracklet Association with
Spatio-Temporal Regularization (TASTR), which signif-
icantly improves the precision and recall rate of cross-
camera tracklet association as well as the performance of
the Re-ID model.

• Extensive experiments show that our method notably im-
proves the performance of unsupervised Re-ID. Our un-
supervised method with spatio-temporal clues only in the
training phase achieves competitive performance (rank-1:
76.4% on Campus4K and 74.1% on DukeMTMC) with
fully supervised methods (rank-1: 85.2% on Campus4K
and 78.1% on DukeMTMC) using the same batch hard
triplet loss [5].

II. RELATED WORK

In this section, we mainly review the unsupervised person
Re-ID methods that are most related to the proposed approach,
where pairwise ID labeled training data for each pair of camera
views is not required in model learning.

Early unsupervised person Re-ID methods mainly focus
on feature representation learning [38]–[40]. Dictionary learn-
ing [22], [41] and salience learning [25], [42] methods are
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Fig. 2. Camera network of Campus4K: 6 static non-overlapping synchronized 3840×2160 UHD cameras

also proposed to learning salient and view-invariant represen-
tations. To balance the scalability and accuracy of the Re-
ID model, semi-supervised learning [23], [41] are proposed
but they still assume sufficient cross-view labeled data for
model training. Recently, some cross-dataset transfer learning
methods [20], [43]–[48] have been proposed to leverage the
labeled data in other datasets to improve the performance on
target dataset. These methods gain much better accuracy than
the classical unsupervised methods, but they need the auxiliary
source Re-ID dataset and still require latent similarity between
the source domain and the unlabeled target domain.

Similar to our work, cross-camera tracklet association (la-
beling) [26], [37], [49] is more scalable for unsupervised Re-
ID with no extra data or assumption on the similarity between
source and target domains. Due to the limitation of existing
datasets, most of them do not perform Re-ID learning in a
pure unsupervised way. Instead, they take for granted the
tracklets provided by the dataset, which essentially assumes
the perfect tracking in videos. However, such an assumption
is somewhat too strong in real-world situations. Li et al. [49]
propose a Tracklet Association Unsupervised Deep Learning
(TAUDL) model to consider a pure unsupervised person Re-ID
problem. They perform Sparse Space-Time Tracklet (SSTT)
sampling for within-view tracklet labeling and formulate a
Cross-Camera Tracklet Association (CCTA) loss for coarse-
grained underlying cross-view tracklet association. However,
SSTT throws away a lot of tracklets which may be useful for
Re-ID learning while CCTA loss does not make explicit cross-
view tracklet association. In contrast, our method can make full
use of tracklet data and achieve accurate cross-camera tracklet
association result, which leads to a considerable improvement
in Re-ID performance.

Different from most existing unsupervised person Re-ID
approaches, we perform a pure unsupervised person Re-ID
at the very beginning (multi-person detection and tracking)
without assuming that the tracklets per camera are off-the-
shelf and different tracklets indicate different person identities.

Actually, the tracklets can be interrupted and the number of
tracklets is more than the number of identities per camera.
Experiments show that person tracking not only provides
within-camera training data for Re-ID but also benefits from
within-camera person discriminative learning. Then with the
help of spatio-temporal constraint, we considerably promote
the precision and recall rate of cross-camera tracklet asso-
ciation. Finally, we iterate cross-camera tracklet association
and Re-ID learning to optimize the Re-ID model progressively
and achieve competitive performance with supervised methods
using the same triplet loss.

III. CAMPUS4K DATASET

A. Dataset Description

Thanks to many public Re-ID datasets [1], [9], [50]–[55],
great progress has been made for person Re-ID in recent years.
In most existing Re-ID datasets, the resolution is low and
the person images are usually blurred with indistinguishable
characteristic detail, which imposes significant difficulty on
the algorithm design. To this end, we have collected a new
4K UHD video dataset, i.e. Campus4K, with full frames and
full spatio-temporal information. It is collected by a non-
overlapping outdoor camera network on campus (see Fig. 2),
which consists of six synchronized 3840×2160 UHD cameras.
It aims to provide a high-quality Re-ID dataset for both
supervised and unsupervised Re-ID, and in this paper we
mainly focus on unsupervised learning.

Our Campus4K dataset carries the spatio-temporal context
information about the camera position and recorded videos. In
some recent work [21], [36], it has been shown that spatio-
temporal context is of great importance to improve the Re-ID
accuracy. Such information is also easily accessible in practice.

To our best knowledge, Campus4K is the first public 4K
(3840×2160) UHD dataset for person Re-ID. In addition, full
frames and full spatio-temporal information are provided. In
recent years, there has been a trend of increasing resolutions
for surveillance cameras. As video quality improves, some
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Fig. 3. (a) Illustration of person scale variance in our Campus4K dataset. (b) The scale (height) distributions of person bounding boxes in three datasets. It
is notable that the person’s scale in Campus4K covers a much diverse range than the others.

fine-grained details of people such as textures of clothes, carry-
on items and even face become available. They make it easier
to recognize many attributes that were previously difficult to
classify, and it also brings new challenges such as large scale
(resolution) variance of person bounding boxes, and the joint
combination of face recognition and person Re-ID in the wild.

As shown in Fig. 4(a), since 4K cameras have a broader
view than ordinary cameras and the distance between per-
son and camera is uncontrolled, the scale of people may
vary significantly, which introduces a multi-scale matching
problem [56]. As shown in Fig. 4(b), in Campus4K, most
person bounding boxes are in the range of about 100 to 800
pixels in height, and it covers a more diverse range than other
existing datasets. Moreover, the face regions in Campus4K
are of relatively high resolution, which makes it possible to
perform face recognition tasks. However, since the faces are
not always visible, and are taken in different views, lighting
conditions and scales, it is still very challenging to link face
recognition to person Re-ID, which is out of scope for this
work.

B. Evaluation Protocol

The time of all cameras is synchronized, and 77, 195 4K
frames are collected continuously at 30 fps per camera. As
ground truth, person bounding boxes with identity information
are generated by manual annotation with the help of tracking
and temporal smoothing. We split our dataset into training set
and testing set according to the moment that the person was
first captured by our camera network. For all identities who
appear in at least two camera views, we denote by n the index
of the earliest frame of his/her appearance in all camera views.
Identities with n less than 46,410 would be assigned to the
training set, and the rest would be assigned to the testing set.
Besides, identities who appear in only one camera would be
considered as distractors.

During testing, one tracklet of each person in testing set
would be selected to form query set, and the gallery set
consists of the rest tracklets in testing set along with all
distractors to make the evaluation more challenging. Images of
each video are sampled every three frames (0.1 seconds) and
there are 135 images per person per video on average. More

Camera # Identities # Tracklets # BBoxes
Cam 1 331 335 59,021
Cam 2 649 660 147,679
Cam 3 645 653 83,569
Cam 4 841 843 62,307
Cam 5 689 713 123,230
Cam 6 643 645 45,503
Total 1,567 3,849 521,309

TABLE I
STATISTICS OF CAMPUS4K.

Dataset # IDs # BBoxes Camera Resolution Full*
PRID2011 [51] 178 38,466 - 4
iLIDS-VID [52] 300 43,800 -

MARS [54] 1,261 1,191,003 1920×1080, 640×480
Campus4K 1,567 521,309 3840×2160 4

CUHK03 [1] 1,467 14,097 -
Market-1501 [53] 1,501 32,668 1280×1080, 720×576

DukeMTMC-reID [55] 1,812 36,411 1920×1080 4
MSMT17 [9] 4,101 126,411 -

TABLE II
COMPARISON BETWEEN CAMPUS4K AND OTHER PERSON RE-ID

DATASETS. “-”: NO REPORTED CAMERA INFORMATION IS AVAILABLE.
“FULL*”: FULL FRAMES AVAILABILITY.

details and the comparison between Campus4K and other Re-
ID datasets can be found in Table I and Table II. It should be
noted that if full frames are needed for unsupervised Re-ID,
only frames whose indices n are less than 46, 410 can be used
for training to avoid the use of identities from the testing set.

Like most existing Person Re-ID datasets, Cumulated
Matching Characteristics (CMC) curve is used to evaluate
the performance of Re-ID methods. For each query video,
multiple ground truths may exist and the CMC curve may be
biased since “recall” is not considered [53]. Therefore, mean
Average Precision (mAP) is also used for overall performance
evaluation.

IV. THE PROPOSED METHOD

A practical person Re-ID system in surveillance usually
consists of three modules, i.e., person detection, tracking and
re-identification [57]. Although they are generally considered
as three independent computer vision tasks, they can com-
plement each other to improve performance. In this paper,
we propose a novel progressive unsupervised Re-ID approach
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Fig. 4. Examples of multi-person detection result w.r.t. different detection methods: (a) YOLOv3, (b) AlphaPose. YOLOv3 suffers from various problems
such as detection error, location error and miss detection while AlphaPose can provide much more stable and fine-grained results. Better detections are also
beneficial for subsequent multi-person tracking. And AlphaPose with PoseFlow can automatically generate high quality data for unsupervised perosn Re-ID
learning initialization.

by Tracklet Association with Spatio-Temporal Regularization
(TASTR). The proposed framework is shown in Fig. 1, which
consists of four key steps as follows. First, for each camera,
we obtain tracklets by multi-person detection and tracking
for initialization. Then, we conduct within-camera training for
person Re-ID based on the initially obtained tracklets. After
that, we associate different person tracklets across cameras
with Spatio-Temporal Regularization (STR). Finally, based on
the cross-camera tracklet association results, we re-train the
Re-ID model to generate better feature representation.

The first two steps focus on within camera exploration, and
generate within-camera Re-ID model. The remaining two steps
are iterated multiple times as the Re-ID model may generate
more and better matching pairs, which can be used for more
effective Re-ID learning. In other words, we optimize the Re-
ID model in a progressive fashion.

A. Multi-person Detection and Tracking

We exploit person detection and tracking to generate initial
data for unsupervised person Re-ID learning. To begin with,
we detect all persons in each frame by AlphaPose [58].
AlphaPose generates high-quality pose estimation from person
bounding boxes obtained by detector, e.g., YOLO [59], and
is resilient against imperfect detection. Since the involved
detection method AlphaPose is generic and there is no fine-
tuning on target dataset, it is reasonable to be used as an off-
the-shelf module. Then, we track the pose each person with
PoseFlow [60], which involves no learning. Specifically, we
use ORB feature [61] for cross-frame matching in PoseFlow.
And based on human poses and ORB feature, PoseFlow uses
an online optimization framework to build the association of
cross-frame poses and form pose flows. Then, pose flow non-
maximum suppression (PF-NMS) is used to reduce redundant
pose flows and re-link temporal disjointed ones. The bounding
box of each person is derived from the pose (see Fig. 4(b)),
which is used to crop the image patch for the following tracklet
association and Re-ID learning.

It is an alternative to use YOLO (or Faster-RCNN [62]) for
detection and IOU for tracking. However, as shown in Fig. 4(a)
the general object detection methods such as YOLO and
Faster-RCNN are unable to extract fine-grained human bodies
and suffer from instability in detecting people of various
scales. Thus, an additional learning-based alignment is often
required to refine the person detection results to benefit the
following person Re-ID task. In contrast, based on human pose
estimation with AlphaPose and pose tracking with PoseFlow,
we can obtain more stable and fine-grained results, which is
free of person alignment for person Re-ID.

B. Within-camera Re-ID Learning

With AlphaPose and PoseFlow, we obtain a series of track-
lets each of which contains the temporal patches of a certain
person. However, due to imperfect tracking, it is inevitable that
the trajectory of a person will be fragmented into different
tracklets, especially when people are occluded. Due to the
limitation of datasets, many traditional unsupervised methods
directly use complete tracklets given by training data and
assume different tracklets indicate different identities. Such a
setting ignored the tracklet identity duplication problem, i.e.,
different tracklets may correspond to the same person ID.

Observing that in surveillance videos such as people re-
appearing in a camera view is rare during a short time period
and most people travel through a single camera view in a
common time period Q < T , Li et al. [49] propose a Sparse
Space-Time Tracklet (SSTT) sampling method and treat each
camera view separately as a classification task. However, it
risks declining many tracklets that may be helpful for Re-ID
learning. Instead of considering it as a classification problem,
we adopt triplet loss for Re-ID training. To avoid losing too
many tracklets that are potentially useful for Re-ID learning,
we use all tracklets to perform within-camera Re-ID training.

Concretely, we adopt triplet loss with hard mining proposed
by Hermans et al. [5]. For each triplet batch, we randomly
sample P tracklets, and then randomly sample K images
for each tracklet, resulting in a batch of P × K images.
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To deal with false negatives caused by ID duplication as
much as possible, we proposed a sampling strategy called
Triplet Construction with Single Camera Constraint (TCSCC).
It requires that all P sampled tracklets within the batch are
from the same camera and the time interval between them
must be greater than a gap of T . Different from SSTT [49],
we do not decline tracklets that do not satisfy the above
conditions because they may appear in other triplet batches
as well. Finally, for each anchor a in the batch, only the
hardest positive and negative samples will be considered for
computing the loss, which is a build-in hard sample mining
method called Batch Hard. The batch hard triplet loss is
computed as:

LBHTri =

all anchors︷ ︸︸ ︷
P∑
i=1

K∑
a=1

[
m+

hardest positive︷ ︸︸ ︷
max

p=1...K
D
(
f(xia), f(xip)

)
− min

j=1...P
n=1...K

j 6=i

D
(
f(xia), f(xjn)

)
︸ ︷︷ ︸

hardest negative

]
+
,

(1)

where m is the margin of triplet loss, xij corresponds to the
j-th image of the i-th person in the batch, f(xij) denotes its
feature, D(·, ·) means distance, and [·]+ = max(0, ·).

With the above triplet loss based learning, we can obtain a
preliminary Re-ID model, denoted as TASTR-S1, with strong
within-camera ID discrimination capability (see Sec. V-C1 and
Fig. 6), which, in turn, is helpful for within-camera tracklets
association (re-link). In other words, the Re-ID model learns
within-view ID discriminative information from tracking and
can improve tracking performance in return.

C. Cross-Camera Tracklets Association

There is still a big gap between TASTR-S1 and the su-
pervised model due to the lack of cross-view pairwise data.
To address this problem, we need to associate cross-camera
tracklets for global ID discriminative learning. It may not be
satisfactory to directly use TASTR-S1 for cross-view tracklet
association as it may be weak in associating the same person
in cross-view circumstances. However, some extra clues like
spatio-temporal information which is easily available in real-
world practices have great potential for improving the preci-
sion and recall of tracklet association.

It is often difficult to model the spatio-temporal pattern of
moving people because of the diverse paths and uncontrollable
pedestrians among different cameras. However, in unsuper-
vised Re-ID training, it is more important to obtain correctly
matched cross-view tracklets that belong to the same ID for
cross-view ID discriminative learning than sorting out all the
tracklets of a person. We make use of the assumption that
most people move with definite purposes at similar speeds,
as well as the camera network is fixed. So spatio-temporal
constraint can eliminate plenty of irrelevant images and narrow
the search space for cross-camera tracklet association. This can
considerably improve the precision and quantity of associated
tracklets with limited hard samples missing.

Formally, given two tracklets Ti and Tj (i and j denote
tracklet indexes), we extract visual features by TASTR-S1
and get two feature vectors xi and xj , respectively. Then we
compute the Euclidean distance between them:

D(Ti, Tj) = ‖xi − xj‖. (2)

On the other hand, we use a simple but effective Gaussian
function to reflect the spatio-temporal constraint for a camera
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pair:

R(∆t, ci, cj) = exp
(
−

(∆t− tci,cj )2

2σci,cj

)
, (3)

where ∆t denotes the time interval between Ti and Tj , ci
means the camera index of the i-th tracklet, tci,cj is the average
moving time between the camera pair (ci, cj), and σci,cj is
its standard deviation. Without labeled training data, tci,cj is
estimated by the spatial path length between the camera pair
and pedestrians’ average speed, and we set σci,cj = λtci,cj .
Therefore, farther distance result in larger tci,cj and σci,cj

Finally, we compute the joint distance by visual feature and
Spatio-Temporal Regularization (STR) as follows,

Djoint(Ti, Tj) =
D(Ti, Tj)

R(∆t, ci, cj)
. (4)

From Eq. (4), we can see that if the time interval of a tracklet
pair is far from the average transfer time of the corresponding
camera pair, it will lead to a small regularization item R, so
the Djoint would increase as spatio-temporal prior indicates
it is unlikely to have the same identity. In this way, some
abnormal true matching pairs may be suppressed. However,
much more true matches with common transfer time can be
obtained since it eliminates lots of irrelevant matching tracklets
and thus narrows the search space of cross-camera tracklet
association. It can effectively improve the accuracy and recall
rate of matching pairs (i.e. more quantity and higher quality),
which is quite important for improving the performance of
unsupervised Re-ID training.

Then we perform cross-camera tracklet association based on
Djoint. Specifically, for each camera pair, given a tracklet in one
camera as probe and all tracklets in another camera as gallery,
the ranking list can be computed by their joint distance. If
we directly use the top match as the association result, it can
lead to many false matches. As k-reciprocal nearest neighbors
are more likely to be relevant to the probe [63], we adopt
1-reciprocal Nearest Neighbor based Cross-Camera Tracklet
Association (NN-CCTA) as a strong constraint to identify
possible matched candidates, i.e., both of them are the top
one match of each other. Formally, for each camera pair, let
si be the i-th tracklet in one camera, andN 1(si) be the nearest
neighbour (NN) of si in another camera. The 1-reciprocal NN
R(si) for si is defined as:

R(si) = {s|s ∈ N1(si) and si ∈ N1(s)}. (5)

After all the cross-camera tracklet pair candidates are ob-
tained by NN-CCTA, we perform k-means for further refining
to improve the quality of matching pairs, which is important
for progressive improvements. Specifically, it is 1-D k-means
on the Euclidean distances of all tracklet pair candidates for
each camera pair, and the k initial points are evenly located
between the minimum and maximum distance values. Finally,
the tracklet pairs that belong to the cluster with minimum
average distance are selected as matching pairs for cross-view
Re-ID training.

D. Cross-camera Re-ID Training

So far we have got many cross-view tracklet pairs with high
confidence via strict matching. Similar to Sec. IV-B, we use
batch hard triplet loss for cross-camera Re-ID training. All
matching tracklets of all camera pairs are adopted for cross-
view discriminative learning, but in each triplet batch only
those tracklets from the same camera pair are sampled to deal
with ID duplication problem between different camera pairs.
This sampling strategy is denoted as Triplet Construction with
Camera Pair Constraint (TCCPC).

The pipeline of Re-ID learning is shown in Fig. 5. With the
help of cross-camera tracklet association, the Re-ID model
can achieve stronger cross-view ID discrimination capability.
In other words, based on the refined model, we extract more
discriminative visual feature. With the better visual feature and
the spatio-temporal clues, we can derive higher quality cross-
view matching pairs by cross-camera tracklet association.
Based on such motivation, we repeat cross-camera tracklet
association and Re-ID training for several times. As a result,
the Re-ID model can get progressive improvements in a mutual
promotion manner.

V. EXPERIMENTS

A. Setup

1) Datasets: Most existing Re-ID datasets lack both syn-
chronized time-stamp and spatial distribution information of
the camera network. Market1501 [53] and GRID [64] provide
the frame numbers in video sequences, which can be used
as time-stamps, but it is unknown whether the time is syn-
chronized and the location and coverage w.r.t. each camera
is not given as well. DukeMTMC-reID [55] also provides
the frame numbers, and it is a subset of the multi-target
multi-camera tracking dataset DukeMTMC [65]. The cameras
of DukeMTMC are synchronized and the spatial distribution
of the cameras is also provided. So besides our Campus4K
dataset, we choose DukeMTMC-reID to evaluate the proposed
unsupervised TASTR model. No spatio-temporal information
is used in testing phase on both datasets.

For DukeMTMC-reID, as the cropped person images are
off-the-shelf, we consider the image patches of a person in
one camera as a tracklet and ignore its label for unsupervised
learning as the previous tracklet based unsupervised methods
do [49], [66]. Notably, this is not a pure unsupervised setting as
there is no within-camera ID duplication problem so different
tracklets per camera contain different person identities. Cam-
pus4K is a new Re-ID dataset with full frames and full spatio-
temporal information. It is readily ready for the evaluation of
the unsupervised Re-ID learning from multi-person detection
and tracking. We conduct unsupervised person Re-ID using
automatically generated tracklets (obtained by detection and
tracking), which inevitably involves errors (e.g. unknown
trajectory fragmentation due to no manual verification), to test
the realistic model performances in the wild.

2) Implementation Details: We use the ResNet-50 [67]
model pre-trained on ImageNet as the backbone, and train
the model with batch hard triplet loss. Images are resized to
256×128, and we augment the training images online with
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Methods Reference rank-1 rank-5 mAP
LOMO [69] CVPR’15 12.3 21.3 4.8
BOW [53] ICCV’15 17.1 28.8 8.3

UDML [43] CVPR’16 18.5 31.4 7.3
PUL† [20] TOMM’18 30.4 44.5 16.4

CycleGAN† [44] ICCV’17 38.5 54.6 19.9
SPGAN† [47] CVPR’18 41.1 56.6 22.3
TJ-AIDL† [46] CVPR’18 44.3 59.6 23.0

SPGAN+LMP† [47] CVPR’18 46.9 62.6 26.4
HHL† [70] ECCV’18 46.9 61.0 27.2

TAUDL [49] ECCV’18 61.7 - 43.5
UTAL [66] TPAMI’19 62.3 - 44.6
MAR† [48] CVPR’19 67.1 79.8 48.0

TASTR This work 74.1 85.5 54.9

TABLE III
COMPARISON OF THE PROPOSED TASTR METHOD WITH

STATE-OF-THE-ART UNSUPERVISED METHODS ON DUKEMTMC-REID.
“-” : NO REPORTED RESULT OR IMPLEMENTATION CODE IS AVAILABLE. † :

TRANSFER BASED METHOD USING EXTRA RE-ID DATASET.

Methods Source Dataset rank-1 rank-5 mAP
LOMO [69] - 8.5 21.1 11.3
PUL† [20] CUHK03 15.1 30.5 17.9
PUL† [20] Market1501 26.1 44.5 29.3
PUL† [20] DukeMTMC-reID 38.8 59.3 40.3

TAUDL [49] - 56.2 78.4 58.2
MAR† [48] MSMT17 66.1 83.0 67.3

TASTR - 76.4 91.6 78.3

TABLE IV
BENCHMARKING RESULTS OF SOME EXISTING METHODS ON CAMPUS4K.

“-” : NO SOURCE RE-ID DATASET REQUIRED. † : TRANSFER BASED
METHOD USING EXTRA RE-ID DATASET.

cropping, horizontal flip and normalization. To balance the
number of images of different tracklets as some tracklets
may contain hundreds of images, at most 60 images of each
tracklet would be randomly selected for training. We use
Adam [68] as the optimizer and the initial learning rate is
0.0003. We set k = 3 for k-means, λ = 0.7 for STR, and
the number of iterations is fixed to 5. We use a server with
2 1080Ti GPU cards and single CPU (Intel Xeon CPU E5-
2640) for model training. The number of training epochs of
TASTR is 100. The first half epochs are used for within-
camera Re-ID training, while the remaining epochs are used
for cross-camera Re-ID training. We deploy cross-camera
tracklet association (CCTA) at the beginning of each iteration,
which requires little extra time (less than 3 minutes). The total
training time is about 3 hours on DukeMTMC-reID and 4
hours on Campus4K. Our code and models are available at
https://github.com/xieqk/TASTR.

B. Comparison to the State-of-the-Art Methods

We compare our TASTR model with some existing unsuper-
vised state-of-the-art methods on DukeMTMC-reID as shown
in Table III. Among the comparison methods, BOW [53],
LOMO [69] and UDML [43] are based on hand-crafted feature
representation. PUL [20], CycleGAN [44], SPGAN [47], TJ-
AIDL [46], HHL [70] and MAR [48] are methods which
transfer the knowledge of labeled data in source Re-ID dataset,
e.g. Market1501, through model adaptation to the unlabeled
target dataset. Besides, TAUDL [49], UTAL [66] and the
proposed method are unsupervised tracklet based methods, and

all of them assume person images per ID per camera are drawn
from a single person tracklet on target dataset DukeMTMC-
reID, without involving any additional labeled source Re-ID
dataset.

From Table III, it is observed that BOW [53], LOMO [69]
and UDML [43] achieve very limited performance, while
transfer based model obtain higher performance than hand-
crafted features due to the use of additional label information,
for instance, HHL [70] achieves 46.9% rank-1 accuracy.
Comparing with unsupervised transfer-based methods, tracklet
association based unsupervised methods such as TAUDL [49],
UTAL [66] and the proposed TASTR are much superior, and
TASTR outperforms all the competing methods. Notably, no
extra labeled data is used for training in TASTR, therefore it is
more scalable than those approaches that require extra Re-ID
dataset or attribute labels.

As shown in Table IV, we also provided some benchmarking
results of existing methods on Campus4K using officially
released code, and all of them use the same automatically
generated tracklets as target training data. The performance
of LOMO [69] is very limited. PUL [20] uses other Re-ID
datasets as the source training data and need to manually
set the number of clusters K based on the number of IDs
in target training set. We use different source Re-ID datasets
and set K to be equal to the number of IDs in training set
(i.e. 695) to get the best results. The results show that PUL
achieves better performance but is greatly affected by using
different source Re-ID datasets, and it benefits more from
DukeMTMC-reID. This may be because the data distributions
and viewing conditions of DukeMTMC-reID are more similar
to the unlabeled target dataset Campus4K. MAR [48] adopt
the MSMT17 as an auxiliary Re-ID dataset, which has more
identities and is collected along several days. It enhances the
validity and capacity of the soft multilabel learning of MAR,
and the performance is much better than PUL. TAUDL [49]
and the proposed TASTR are tracklet based methods, which
do not involve any additional labeled source Re-ID training
data. The results show TASTR works the best among these
approaches.

C. Ablation Study

We evaluate the effectiveness of different components as
shown in Table. V, which are categorized into three groups,
i.e., 1) batch hard triplet loss based model trained on Mar-
ket1501 (make prediction directly) and target dataset, 2)
within-camera Re-ID training with or without the TCSCC,
and 3) cross-camera Re-ID training by 1-reciprocal Nearest
Neighbor based Cross-Camera Tracklets Association (NN-
CCTA) with different refinements.

1) Effectiveness of the Training Data in Target Domain:
From group 1 we can see that directly deploy the model pre-
trained on another dataset to a new dataset will lead to poor
performance. And the performance of TASTR-S1 in group 2,
which only uses within-camera tracking data for training, is
significantly superior to the pre-trained model on Market1501
by a large margin. On the one hand, it is due to the fact
that the target domain can be significantly different from the

https://github.com/xieqk/TASTR
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Group Dataset Campus4K DukeMTMC-reID
Methods rank-1 rank-5 rank-10 rank-20 mAP rank-1 rank-5 rank-10 rank-20 mAP

(1) BHTri (Market1501) 37.3 57.6 65.8 74.1 39.3 24.1 39.4 46.6 54.2 12.1
BHTri (Target Dataset) 85.2 96.1 97.8 98.8 87.5 78.1 88.5 91.4 93.8 60.9

(2) TASTR-S1 w/o TCSCC 5.2 15.5 23.6 33.4 8.6 13.0 20.0 24.9 30.6 6.5
TASTR-S1 53.0 74.7 83.2 88.3 53.9 56.4 71.5 77.0 82.6 38.4

(3)

STR k-means iter* rank-1 rank-5 rank-10 rank-20 mAP rank-1 rank-5 rank-10 rank-20 mAP
63.4 82.3 88.1 92.9 65.3 67.6 81.3 86.1 88.5 47.2

4 61.5 81.6 87.4 91.4 63.2 67.5 80.7 84.6 88.4 46.3
4 63.9 82.9 88.2 93.1 65.3 69.4 82.0 85.9 89.4 48.3
4 4 64.0 82.5 88.0 92.0 65.1 67.4 81.0 85.5 88.7 44.6

4 53.9 73.0 79.4 84.9 53.7 57.4 73.2 78.9 83.1 37.4
4 4 56.2 78.1 82.7 87.8 59.3 61.1 75.5 80.8 84.9 40.1

4 4 65.3 83.6 88.9 92.4 65.8 69.3 81.8 86.1 89.1 48.1
4 4 4 76.4 91.6 94.6 96.4 78.3 74.1 85.5 89.0 91.8 54.4

TABLE V
COMPARISON OF THE EFFECTIVENESS OF DIFFERENT COMPONENTS. THEY ARE CATEGORIZED INTO THREE GROUPS. GROUP (1): SUPERVISED MODELS

TRAINED ON EXTRA OR TARGET DATASET. GROUP (2): WITHIN-CAMERA RE-ID TRAINING. GROUP (3): CROSS-CAMERA RE-ID TRAINING. STR:
SPATIO-TEMPORAL REGULARIZATION, “ITER*”: PROGRESSIVE OPTIMIZATION (ITERATION).

source domain. On the other hand, limited scale of current
Re-ID datasets restricts the generalization capability of the
model. However, as mentioned at the beginning, annotating
the target data from online surveillance videos of large-scale
camera network is strenuous and impractical. It reveals the
importance of unsupervised methods that can take advantage
of the data obtained in the target environment.

2) Effectiveness of Within-Camera Re-ID Training: Within-
camera person tracklets can provide some ID discriminative
information for Re-ID learning. However, there are two prob-
lems for a pure unsupervised method, i.e., within-camera ID
duplication and cross-camera ID duplication. The results in
group 2 of Table V show that without TCSCC sampling
strategy, Triplet based Re-ID model achieves very poor per-
formance. It is caused by enormous ID duplication problems
which make the model training unstable, while hard mining
may degrade it since tracklets with different ID labels of
the same person are more likely to be hard negatives and
contribute to the loss, which may guide the Re-ID learning
in a wrong way.

Besides, we conduct an additional experiment to evaluate
the within-view ID discrimination capability of TASTR-S1 on
Campus4K dataset. For all tracklets in testing set, we randomly
remove several frames from the middle third of them to sim-
ulate tracking fragmentation. So each tracklet is divided into
two sub-tracklets, then we put one into query set and another
into gallery set to verify whether the model can rematch them.
The rank-1 performances of different models are shown in
Fig. 6, and TASTR-S1 is much stronger than other models
pre-trained on ImageNet or Market1501. Although the actual
situation in real-world application is more complicated, it is
worth pointing out that all tracklet data for TASTR-S1 training
come from single-camera multi-person tracking, and TASTR-
S1 demonstrates great potential for promoting the performance
of single-camera multi-person tracking in return.

3) Effectiveness of Cross-Camera Re-ID Training: For re-
ciprocal nearest neighbour cross-camera tracklet association
(NN-CCTA), we evaluate the effects and differences of differ-
ent combinations of STR, k-means and iteration. As shown in
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Fig. 6. Illustration of the within-view ID discrimination capability (rank-1
performance) of different models on different cameras on Campus4K dataset.

group 3 of Table V. Based on TASTR-S1, even without Spatio-
Temporal Regularization (STR), k-means and iteration, NN-
CCTA can get a big improvement over TASTR-S1 because
of the importance of cross-view ID discriminative learning.
However, when performing it in a progressive optimization
way (i.e. iteration), the performance gain is limited or even
worse. This is caused by the poor precision and quantity of
cross-camera matching pairs, which makes the model unstable.
If we make some refining such as STR or k-means, the
performances may be lower than NN-CCTA. The main reason
is that a large number of matching tracklets with potential
information useful for more effective learning are temporarily
abandoned. However, these operations have greater potential
for progressive optimization and TASTR (with STR & k-
means) achieves the best performance. It indicates that further
refining the cross-camera tracklet association results is signifi-
cant for progressive optimization as errors may be propagated
from wrong matching pairs. More detailed information about
how STR and k-means affect the precision and recall of
cross-camera tracklet association can be found in Section V-E.
Besides, Fig. 10 shows some examples of cross-camera match-
ing tracklet pairs obtained by the final TASTR model on
Campus4K and DukeMTMC-reID.
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(b) DukeMTMC-reID

Fig. 7. The precision and recall of the cross-camera associated tracklet pairs w.r.t. different iterations of progressive optimization on (a) Campus4K and (b)
DukeMTMC-reID
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Fig. 8. CMC curves and mAP corresponding to different k in k-means on (a) Campus4K and (b) DukeMTMC-reID

Models rank-1 rank-5 rank-10 mAP
TASTR-S1 (unsupervised) 53.0 74.7 83.2 53.9

TASTR-S1 (weakly supervised) 58.6 78.6 84.4 57.8
TASTR (unsupervised) 76.4 91.6 94.6 78.3

TASTR (weakly supervised) 82.7 94.6 96.8 84.4

TABLE VI
EVALUATION OF WEAKLY SUPERVISED LEARNING ON CAMPUS4K
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Fig. 9. The performance and the number of associated tracklet pairs w.r.t.
different iterations (0 means TASTR-S1) of progressive optimization on (a)
Campus4K and (b) DukeMTMC-reID

D. Weakly Supervised Learning

In person Re-ID training data annotation, the process can
be divided into two steps: 1) per-camera person annotation,
2) cross-camera person matching. The first step is to track
pedestrians manually, which is quite easy for human. The
second step requires exhaustive manual search of cross-camera
person matching, which is the most costly procedure as it is
hard to know when and where a specific person will appear
given complex camera network topology and unconstrained
people’s moving in the public spaces. Thus, per-camera ID
labeling is much cheaper, and such labeled data are much
weaker due to the lack of cross-camera ID pairs information.
This setting in person Re-ID can be called weakly supervised
learning.

The proposed TASTR can be easily applied in the weakly
supervised setting. In this setting, per-camera person ID
information is given, so there is almost no within-camera
ID duplication problem due to no trajectory fragmentation.
Furthermore, it allows to test how much performance gain
the Re-ID model can get from perfect within-camera multi-
person detection and tracking. Table VI shows the results of



IEEE TRANSACTIONS ON MULTIMEDIA, VOL. **, NO. **, AUGUST 20** 11

TASTR-S1 and TASTR under weakly supervised setting on
Campus4K. This demonstrates the suitability of our method
for different labeling settings in real-world scenarios.

E. Error Analysis of Tracklet Association

We evaluate different components in cross-camera tracklet
association. Since no label information is available on Cam-
pus4K when using automatically generated person tracklet
data, it is difficult to obtain the accuracy and recall of matching
pairs. Therefore, the above results are obtained under weakly
supervised setting defined in Section V-D. The precision and
recall of the associated tracklet pairs over iterations are shown
in Fig. 7. Without k-means and STR, the model would get
relatively high recall but the lowest precision. STR (i.e. w/o
k-means) can improve both the precision and recall rate
of NN-CCTA, while k-means removes a large number of
matching tracklet pairs with large distances, which results
in higher precision but lowest recall. The proposed method
TASTR (NN-CCTA with STR and k-means) achieves the
highest precision as well as high recall rate, and the recall
grows steadily while the precision remains at a high level in
the process of progressive optimization, which leads to the
best Re-ID performance. This observation demonstrates the
effectiveness of our method, which can acquire more training
data while achieving higher precision.

F. Parameter Sensitivity Study

In our TASTR, there are two important parameters, i.e., k in
k-means clustering and n which denotes the iteration number
of progressive optimization. In the following, we study the
sensitivity of our approach to the setting of the two parameters.

As shown in Fig. 8, when k = 1, which means all matching
tracklet pair candidates are used for progressive training, the
performance of Re-ID model is poor as it introduces more
incorrectly matching pairs. With k increases, it becomes more
and more strict for cross-camera tracklet association, thus leads
to fewer and fewer training data for cross-view discriminative
learning. The best performance is obtained when k = 3, which
indicates a balance between the accuracy of cross-camera
tracklet matching and the sufficiency of cross-view training
data.

To evaluate the effectiveness of progressive optimization,
we train our model with the best setting and observe its
performance and the number of associated tracklet pairs in
different iterations. The mAP and rank-1 performance before
the first iteration means the performance of TASTR-S1 model.
As shown in Fig. 9, both the performance and the number of
associated tracklet pairs gain considerable improvement in the
first three iterations of cross-view optimization, and then keeps
relatively stable. In order to get the best results, we set n = 5
in our approach.

VI. CONCLUSION

In this work, we are dedicated to unsupervised person Re-
ID and contribute a new high-quality Campus4K dataset with
full frames and full spatio-temporal information. We propose

a new progressive learning method by Tracklet Association
with Spatio-Temporal Regularization (TASTR). Instead of
assuming perfect person tracking in each camera view, we
automatically explore the identity discriminative information
from imperfect tracklets with spatio-temporal context. We
initially learn a Re-ID model with triplets constructed with
spatio-temporal constraint. Then, we associate the tracklets
across each camera pair which is further used to fine-tune
and update the initial Re-ID model. The above processes are
iterated to progressively improve the discriminative capability
of the Re-ID model. We make evaluations on two datasets
and extensive experiments demonstrate the effectiveness of our
approach.
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