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Introduction - DEEP-Hybrid-Datacloud project

e The project was carried out with European Horizon 2020 funds.

e The project provides new generation of e-infrastructures that harness latest generation
technologies, supporting deep learning and other intensive computing techniques to exploit
very large data sources.

e It aims to lower the adoption barriers for new communities and users, satisfying the needs of
both research, education communities and citizen science.
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Introduction - Al4EOSC follow-up project

e AI4EOSC will deliver an enhanced set services for the development of Al, ML and DL models
and applications in the EOSC. The services will make use of advanced features such as
distributed, federated and split learning; provenance metadata; event-driven data processing
services or provisioning of Al/ML/DL services based on serverless computing.
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Introduction - The users

Basic

No machine learning knowledge. Just
give me a working model to make
predictions.

\Xe offer:

> a catalogue full of ready-to-use
modules to perform inference with
your data

> an API to easily interact with the
services

> solutions to run the inference in local
or Cloud resources

> the ability to develop complex
topologies by composing different
modules

Intermediate

| want to retrain a working model on my
personal dataset.

\X/e offer:

the ability to train out-of-the-box a
module of the catalogue on your
personal dataset

an API to easily interact with the
model

data storage resources to access
your dataset (DEEP-Nextcloud,
OneData, ..)

the ability to deploy the developed
service on Cloud resources

the ability to share the service with
other users in the user's catalogue

Advanced

| want to develop my custom Deep
Learning model.

\X/e offer:

a ready-to-use environment with the
main DL frameworks running in a
dockerized solution running on
different types of hardware (CPUs,
GPUs, etc)

data storage resources to access
your dataset (DEEP-Nextcloud,
OneData, ..)

the ability to deploy the developed
module on Cloud resources

the ability to share the module with
other users in the open catalogue
the possibility to integrate your
module with the API to enable easier
user interaction



Introduction - The users
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Introduction - Useful links

4 Homepage https://deep-hybrid-datacloud.eu/

CQ Marketplace https:./marketplace.deep-hybrid-datacloud.eu/

Dashboard https:/train.deep-hybrid-datacloud.eu/

@ cithub https./github.com/deephdc

@ DockerHub https:.//hub.dockercom/u/deephdc/

% Documentation https://docs.deep-hybrid-datacloud.eu/en/latest/ (* these slides are available here)
o000 NextCloud https:.//data-deep.a.incd.pt/index.php/login

Always refer to the docs for the most updated guidelines on using the platform.
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Introduction - Webinar outline

1. Exploring the Marketplace
2. Using the Dashboard

a. Deploying a module

b. Making inference

c. Retraining a module on a new dataset
3. Developing a new module

a. Deploying the DEEP development environment

b. Using the cookiecutter

c. Integrating it with DEEPaaS API

d. Adding the model to the ClI pipeline

e. Adding the model to the Marketplace
4. Whatis next?

a. New DEEPaaS features

b. Training Dashboard

c. General changes

d.  Under-the-hood changes



Exploring the Marketplace



The Marketplace
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The Dashboard



The Dashboard - Module Overview

de2p

Dashboard

Deployments

Identity and Access
DEEP Marketplace

DEEP Documentation

Project page

Dogs breed detector
Identify a dogs breed on the image {1

known breeds)

Plants species classifier

Classify ant images among 10K species

from the iNaturalist dataset

images

%* Model | Trainable | Inference

DEEP OC Massive Online Data
Streams

Conus species classifier

Classify conus images among 70 specie

jel | Trainable | Inference

Speech keywords classifier

Train a speech classifier to classify audic

files between different ke

C* Model | Trainable | Inference

DEEP OC Retinopathy Test

A Tensor m | to classify
Retinopathy
%" Model | Trainable | Inference

Phytoplankton species classifier

assify phytoplankton images among 60

Body pose detection

Detect body

Train an image classifier

N your ¢

W image

assifi

Ference

Seed species classifier

da

ify seeds image

erence

W
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The Dashboard - Deploying a module

deozp

Dashboard

Deployments

Identity and Access
DEEP Marketplace

DEEP
Documentation

Project page

Configure training: Train an image classifier

General Configuration N
Template: Command:

default v DEEPaaS v
Hardware configuration: Docker tag:

CPU v latest v

Specific Configuration

Docker options:

Equivalent of --privileged docker flag (

Docker image to deploy from Docker Hub (docker_image):

deephdc/desp-ocimage-classification-tf:latest False

Jupyter options:
Password for JupyterLab. Should have at least 9
characters. (jupyter_password):

Configurable options

° docker image (from deep-oc, but also
custom docker images)
hardware (#cpus, #gpus, RAM)
storage (OneData, Nextcloud volumes)
services (DEEPaaS, JupyterLab)

12



The Dashboard - Making inference

Launch module with DEEPaaS.

/v2/models/imgclas/predict/ Make a prediction given the input data

Parameters

Name

data
file
(formData)

urls
string
(query)

timestamp
string
(query)

ckpt_name
string
(query)

Description

Select the image you want to classify.

Default value ; null

Select an URL of the image you want to classify.

Default value : null

Model timestamp to use for prediction.
Group name: testing

Choices: ['default_imagenet’]

Type: str

Available values : "default_imagenet”

Default value ; "default_imagenet”

Checkpoint inside the timestamp to use for prediction.

Group name: testing
Type: str

Default value : “final_model.h5"

Response body

“status”: "OK"
"predictions
"labels": [

"lion" =
"fur_coat",
"brown_bear™,
"hyena",
"timber_wolf"

"probabilities": [
0.9763001203536987,
0.005802886560559273,
0.00480994675308466,
0.0014703389024361968,
0.001060070120729506

I,
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The Dashboard - Retraining a module

1) Launch EQEREEAEEEN X el ERaill nodule with JupyterLab

(remember adding password).

2) Copy some demo files to make a mock dataset.

Bl deepaas-run --listen-ip 0.0.0.0 RelElSglelg

DEEPaaS.

/v2/models/imgclas/train/ Reirain model with avaliabie cata

m /v2/models/imgclas/train/ Get = st of irainings (running or completad)

m /v2/models/imgclas/train/{uuid} Gelstaius ofatraining

A proper tutorial on how to do this with a real dataset using our remote
storage will be given in January's webinar. In the meantime, the steps are
detailed in the docs.

[ Monitoring ]
[ nom data dewnlond Snke Q Fitiar tags {reguilar expressions supported)
Ignore omtbers in chart scaling
opoch_ace
Tookip sorting method  defoult
— epoutme 1;
16
i os _— TensorBoard
- [ aes 7
/
Horizontal Axia aes - ,\/
Bum =0
[ Training history ]

Home / Ueplosman: och 181 305 tbe 8V L0202 SONGI | Hist

11ec51e1-e308-F8be-81dF-024250803cfb details £

imgctas L v

Training uuid Date Status Message  Actions

Scdet418dbb14dc389d3339260745435  2021-11-30
133516 621857

b820330569024e73bed 3500 2adBect  2021-11-30
1344:00.431724

7531061 134240905062068005 00345 1 2021-11-30 =0
1345:54,567297
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Develop your module



Developing - DEEP Development Environment

DEEP Development Environment &

The DEEP Development Environment provides a ready to use JupyterLab instance that enables
you to develop code using Jupyter notebooks, text editors, terminals, and custom components

in a flexible, integrated, and extensible manner.

‘ € Create environment

Configure training: DEEP Development Environment

General Configuration

Template:

default

Hardware configuration:

CcPU

Speatic Configuration
Docker options:

Docker image to deploy from Docker Hub {docker imags)
deephde/deep-ocgeneric-dev.latest

Jupyter options:

Password for JupyterLab. Should have at least 8 characters. [upyie

v_password)

Command:
DEEP3as

Docker tag:
latest

False

Equivalent of ~privileged docker flag (docker_poaleged):

Configurable options

docker image (from deep-oc, but also
custom docker images). Eg:

o  Tensorflow docker

o Pytorch docker

o .
hardware (#cpus, #gpus, RAM)
storage (OneData, Nextcloud volumes)
services (DEEPaaS, JupyterLab)
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Developing - DEEP Cookiecutter

This is the easiest way to develop any new module from scratch as it will take care of generating all the nitty-gritty
details that we will cover in the following slides (entrypoints, files, Jenkinsfile, Dockerfile, etc).

L I VISR gl-Xelelaglagt-lsleMicookiecutter https://github.com/deephdc/cookiecutter-deep -b master

® Answer questions:
o  Project name, description, version, license type
o  Author name, email, Github account
o  Dockerhub account, Docker base image

e This will generate two folders. Eg:

o |INEEEMEN: This is where the project code is located
— Example: https:.//github.com/deephdc/image-classification-tf

o SRR This contains the Dockerfile of the project
— Example: https:/github.com/deephdc/DEEP-OC-image-classification-tf



https://github.com/deephdc/image-classification-tf
https://github.com/deephdc/DEEP-OC-image-classification-tf

Developing - Integrating with DEEPaaS

Head over to . Any module that wants to integrate with DEEPaaS should have two minimum
requirements:

O

it should define a file (eg. |NR I TICIE T With the functions to interact with the module.
These functions should define:

m the model metadata

m theinput args for training

m theinput args for prediction
m the response structure for prediction

m the train function train()

m the predict function

m a model warming function for prediction warm()

— Minimal example: https:./github.com/deephdc/demo_app/blob/master/demo_app/api.py

— Full example: https:/github.com/deephdc/image-classification-tf/blob/master/imgclas/api.py

it should define an entrypoint in PRV Mail COiNting to that file
— Example: https://github.com/deephdc/demo_app/blob/master/setup.cfg#l 25-1 27

18


https://github.com/deephdc/demo_app/blob/master/demo_app/api.py
https://github.com/deephdc/image-classification-tf/blob/master/imgclas/api.py
https://github.com/deephdc/demo_app/blob/master/setup.cfg#L25-L27

Developing - Customizing the Dockerfile b8

® Headoverto and modify the Dockerfile following your needs:
o install additional packages,
o change the base image,
o etc

19



Developing - Continuous Integration 4 Jenkins

e Both IVl [ICY and have their respective JIISUEIFIEY that define the actions to be taken
when a change is committed to the repos.

® Typical workflows:

o) mymodule/Jenkinsfile RIS

m run PEPS8 style analysis

IR glelelsI@l DEEP-0C-mymodule/Jenkinsfile |

— Example: https:Zgithub.com/deephdc/image-classification-tf/blob/master/Jenkinsfile

o will
m  build Docker images for different branches (train/test) and different hardware (cpu/gpu)
m  upload the image to DockerHub
m  build Docker images of other dependent modules. For example, changes in the code of
image-classification should rebuild all Docker images of applications that were trained with that
code (plant classifier, seed classifier, etc).
m refresh the module page in the Marketplace (see next step)

— Example: https:./github.com/deephdc/DEEP-OC-image-classification-tf/blob/master/Jenkinsfile

20


https://github.com/deephdc/image-classification-tf/blob/master/Jenkinsfile
https://github.com/deephdc/DEEP-OC-image-classification-tf/blob/master/Jenkinsfile

Developing - Integrating to the Marketplace
® Headoverto and modify with the info relevant to your module. This is the

information that will appear in the Marketplace page.
® Make a Pull Request to add your module here. This will create the Jenkins pipeline for your module and will add

the module to the Marketplace and the Training Dashboard.

21


https://github.com/deephdc/deep-oc/blob/master/MODULES.yml

What is next?



What's next? - New DEEPaaS features

e Easier module integration via e Computing CO2 emissions of training
decorators/hints runs using CodeCarbon
Midterm Midterm %E
(_Miterm | i oE
Before (webargs) After (type hints)

P
return {"den

demo-11st": filelds.List(
fields.Float()
),

ict(**kwargs):
return {"demo-list": [1, 2, 31}
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What's next? - Friendlier inference UI ~
Before (Swagger Ul) After (Gradio based)

m /v2/models/demo_app/train/{uuid} ca:statusoravanng

demo_app

A minimal toy application for demo and testing purposes. We just implemented dummy
inference, ie, we return the same inputs we are feed.

’ /v2/models/demo_app/train/{uuid} Cancelamaning biaining

m /v2/models/demo_app/predict/ Make a prediction gven tne input data
! DEMO-STR

Parameters some-string

DEMO-STR-CHOICE

Name Description choice2 v
DEMO-INT

demo-sir
string some-string 1
(query) DEMO-INT-RANGE
demo-str-chaice <haicad = o
strirg { Inputs »
(query) DEMO-FLOAT
demo-int 0.1

: | DEMO-BOOL

integer($int32)

PR
$9=m

{"a":0,"b": 1}

demo-image image

file @ — PR DEMO-LIST-OF-FLOATS
hoose | samplo-audio.wav

(formbata) Al 2 0.1,02,03

demo-audio audio DEMO-IMAGE

file pE————

(forsata) | Cheose Fila | sample-imaga.png

demo-video video

file PE—

(tormdata) | Choose File | sample-video.mp4

24



What's next? - Friendlier inference Ul

Before (Swagger Ul) After (Gradio based) Mature

Responses
demo_app

Curl

A minimal toy application for demo and testing purposes. We just implemented dummy
carl -X POST "http://6.0.0.8:5008/v2/nodels/denc_app/predict/?demo- str=some-stringsdeno-st inference, ie, we return the same inputs we are feed.
dict=ATE%22a%22%3AA20052C120422b52 24344 2014 7D6deno0- List-of - floats=0. Ladeno-List-of - floats={

<F "deno-inage=esanple-audio.wav;typesaudio/wav”™ -F “denc-audiosgsanple-inage.png; type=isag

DEMO-STR 073

some-string

DEMO-IMAGE
Request URL

eno_app/predict/?denc sone-stringhdenc-st
2b322%3A%2015 706! loat &dono

Code Details
Outputs e

“some-string”, DEMO-INT-RANGE
choice2”,
50

1,
A

“demo-float": 0.1, DEMO-VIDED

: [

lemo - {ma

‘UleR)ngABXQVZFZIWXHMh\AEMIAOB!MABBMAEAIMZGFOVTFNEA(U'x(A.D BOAOP+4/+T/
/c/ZKAFACSANT /vADS /BMAEQD] /weALP+q/0K v/ 80AEAAW/ /5/9T (JADV/ 1EATPOKAAUAS /SXAF QAR
DoAjqBSANT/XgR{AINAZPEZARY /CqCr/2X/h/+X/ /3 /4 VBKAKr /POAALSAS FS1 /wBAgQCx/ /L/+1+/
/V/I/%X/0P9+/4X/SQAR/57 /RV/A/1F/3//Q/ qoAIAALADD /HABEAIAAQAARACEA4Y+LAGSAG TEIACH
Y/0b/3/97A00ANgBIARQAGQF tADgBYT+CAHAADQC+/wl //// ] /nUABGAN/ TT/2P+Z/9v /b/IUADIBLY
KA+ /4+K/OCAZWBU/ tv /dv+p /Tn/MADG/ waATP/y /4L /SPESADAAX fB6AGOAWTIKABNAY / +1/2D/2V 5w
QARANOASPE/ /MCAY/65/8718PIY/ygAZP+6/2BAGQCXAYKAVPIFALN/ROCL /9B 4K /SURKT /3 /45 /0n/ > 0:00/033
AEAAAGAUAFIAtY/u/2QANOCbADE/EQASAF j /vPIpATOANYIZAGAANT/+/6T/919t/x2/<QDP/OLAK/ /

vahqulgmuetoauuwmanz !moigsn Ndv9!AF7‘Pg81AHj /FgD!/y‘iﬁqBv ’el 'IAFLA

DEMO-AUDIO

— )

Response headers

content-length: 1843758

content-type: application/json; (harsm uti-8 25
date: Mon, 22 Nov 2021 1 39 GN’

server: Python/3.8 aichttp/3.7.4. posm




What's next? - Training dashboard
e Organizing training run in experiments

o hyperparameter optimization
o easier side-by-side comparison of training runs

e Enable VScode IDE to develop code in the

Dashboard. This will make for a more pleasant
coding experience compared to JupyterlLab.

3]

Visual Studio Code

26



What's next? - General

- e Richer module metadata language, to keep track of:
o training datasets
o models
o training execution pipelines

- e Run trainings in a federated manner. Data won' leave
your local resources, which is useful when dealing
with sensitive data.

27



What's next? - Under-the-hood changes
e Support Dask in DEEPaaS for better multi-platform

:

;

integration (Yarn, Kubernetes, Slurm, etc). r' daSk
Moving for Orchestrator to Nomad for managing HashiCorp
deployments. This means it would be easier to o Nomad
integrate computing resources from external

providers.

Better orchestration of pipelines using Prefect (or ? PREFECT

similar tools).

28
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