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Introduction

To make the most adaptive choices, the brain’s fundamental 
computational challenge is to integrate sensory data and prior 
knowledge while accounting for their uncertainties, as both 
sources are inconclusive by themselves.1,2 This process is for-
malized as Bayesian inference, in which an initial probabilistic 
expectation about the state of the environment (hereafter, the 
prior) is combined with the probability of the observed sensory 
data (its likelihood) to compute an updated prediction (the pos-
terior), in which the contributions of the prior and the likeli-
hood are weighted by their relative precisions.2,3 Effective action 
selection is characterized by maximizing rewards and minimiz-
ing losses through forming accurate beliefs. Thus, in addition to 
inferring the current state of the environment, the brain is also 
required to consider possible action outcomes to choose the 
most probable policy, given the organism’s expectations about 
its goals and about the likely state of the environment.

In psychosis, optimal action selection seems to be im-
paired, as alterations in value-based action selection (e.g., re-
inforcement learning)4,5 and in action–outcome (reward and 
punishment) learning can be observed.6–12 These behavioural 
and cognitive alterations often precede disease onset and, 
therefore, are a robust sign of the pathophysiology of the dis-
order.13,14 Computational models of decision-making allow 
the investigation of whether and how these impairments con-
tribute to positive and negative symptoms. Reinforcement 
learning and active inference are 2 frameworks that use dif-
ferent algorithms to approximate how the brain optimizes ac-
tion selection. Associative reinforcement learning models 
(such as model-free reinforcement learning) make the as-
sumption that fairly simple associative updates (mainly 
based on reward presentation) are able to accommodate com-
plex task structures, and that relatively simple update rules 
allow powerful performance, even when the associations are 
shaped by higher order contingencies.2,3 
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Background: To interact successfully with their environment, humans need to build a model to make sense of noisy and ambiguous inputs. 
An inaccurate model, as suggested to be the case for people with psychosis, disturbs optimal action selection. Recent computational 
models, such as active inference, have emphasized the importance of action selection, treating it as a key part of the inferential process. 
Based on an active inference framework, we sought to evaluate previous knowledge and belief precision in an action-based task, given 
that alterations in these parameters have been linked to the development of psychotic symptoms. We further sought to determine 
whether task performance and modelling parameters would be suitable for classification of patients and controls. Methods: Twenty-
three individuals with an at-risk mental state, 26 patients with first-episode psychosis and 31 controls completed a probabilistic task in 
which action choice (go/no-go) was dissociated from outcome valence (gain or loss). We evaluated group differences in performance 
and active inference model parameters and performed receiver operating characteristic (ROC) analyses to assess group classification. 
Results: We found reduced overall performance in patients with psychosis. Active inference modelling revealed that patients showed in-
creased forgetting, reduced confidence in policy selection and less optimal general choice behaviour, with poorer action–state associa-
tions. Importantly, ROC analysis showed fair-to-good classification performance for all groups, when combining modelling parameters 
and performance measures. Limitations: The sample size is moderate. Conclusion: Active inference modelling of this task provides 
further explanation for dysfunctional mechanisms underlying decision-making in psychosis and may be relevant for future research on 
the development of biomarkers for early identification of psychosis. 



Action selection in early psychosis

 J Psychiatry Neurosci 2023;48(1) E79

Active inference models, on the other hand, explicitly posit 
a more complex model of the structure of the task and use 
Bayesian inference, not just to infer hidden states of the 
world, but also to plan and select actions. Here, the primary 
goal of the agent is to minimize surprise (e.g., “I want to go 
outside and I do not want to be too hot”), which the agent 
achieves by acting to bring about sensory inputs that it ex-
pects (e.g., “If I wear shorts and a t-shirt, I will be nice and 
cool”) or, in Bayesian terms, by maximizing evidence for its 
assumptions about the environment (i.e., model evidence), 
given the context or state of the world (e.g., “It is sunny and 
people are walking around in short sleeves; ergo, I am ex-
pecting it to be warm, so shorts and t-shirt will keep me 
cool”).3,15 In other words, the brain predicts the consequences 
of an action based on both past experiences and the structure 
of the task, and will then choose the action expected to prod-
uce its most preferred outcomes.16 When an individual is un-
able to use sensory information to correct prior beliefs, or 
when their prior beliefs are inaccurate and the precision of 
sensory information is inaccurate, psychotic symptoms may 
arise, especially hallucinations.3,15,17,18 Not only sensory pro-
cessing but also decision-making may be conceptualized as 
an inferential process, during which prior beliefs are the basis 
of inferring hidden states of the world.19–21 

In a recent study involving individuals with an at-risk 
mental state (ARMS), patients with first-episode psychosis 
(FEP) and healthy controls, we investigated whether re-
inforcement learning, in particular, acts as an intermediate 
phenotype between genetic predispositions and the ex-
pressed clinical symptoms.22 We used an orthogonalized go/
no-go task that was designed to ensure that the reward and 
punishment outcomes of trials were dissociated from 
whether a go or no-go action was required.23 Using a re-
inforcement learning modelling algorithm, we found that re-
ward and punishment sensitivity was reduced in individuals 
with ARMS and patients with FEP compared with controls. 
The reinforcement learning model of the go/no-go task al-
lows the study of computational processes of the brain that 
mechanistically underlie and lead to specific task perform-
ances. Active inference, although more complex, has some 
potential advantages over existing reinforcement learning 
models of this task, as follows: active inference incorporates 
task structure (as a model-based reinforcement learning agent 
would); it treats apparent biases towards certain actions (e.g., 
no-go in negatively valanced states) as prior beliefs rather 
than as fixed action–selection biases, making them easier for 
agents to overcome; and active inference can update the con-
fidence with which it chooses actions (i.e., its policy precision) 
and, thus, becomes less random in its choices as it learns more 
about the task.1,23–28 Indeed, psychotic symptoms may occur as 
a result of an imbalance between the precision of prior beliefs 
in relation to sensory evidence.3,17,29 Using the same task as 
our previous study,22 Adams and colleagues1 showed that an 
active inference model outperformed the reinforcement learn-
ing models in the better-performing individuals. 

Cognitive dysfunction, such as dysfunction in decision-
making, is a core feature of psychosis and has been found to 
predict poor functional and clinical treatment outcomes.30 

Levels of cognitive impairment have been reported to be 
inter mediate among at-risk individuals, compared with 
healthy controls and patients with schizophrenia, but with-
out clear evidence for subsequent decline.14,31 Investigating 
cognitive impairments in decision-making using a modelling 
approach in at-risk individuals may, therefore, allow the 
identification of a potential biomarker of risk that improves 
early identification of psychosis and intervention.32,33

In this study, we aimed to investigate whether active infer-
ence parameters of the modelled orthogonalized go/no-go 
task differ between individuals with ARMS, patients with 
FEP and healthy controls, and whether they are linked to 
symptoms.23 Based on previous results using the reinforce-
ment learning parameters,22 we hypothesized that patients 
with FEP would show reduced prior on policy precision, for-
getting, optimism prior, and Pavlovian win and loss prior 
compared with controls and individuals with ARMS; indi-
viduals with ARMS take an intermediate position. We ex-
pected that Pavlovian win and loss prior would correlate 
with positive and negative symptoms in patients, and forget-
ting would correlate with general cognition across all partici-
pants. Furthermore, we sought to explore whether task 
perform ance and modelling parameters would be suitable 
for classification of patients and controls.

Methods

Participants

We included participants from the Neuroscience Clinical 
Ado lescent and Adult Psychiatry Study Psychosis data set, 
which consists of 3 groups (aged 17–35 yr), including 31 con-
trols, 23 individuals with ARMS and 26 patients with FEP. 
Participants were recruited from the wider population of 
Cambridgeshire in the United Kingdom. Patients with FEP 
were recruited from the Cambridge First Episode Psychosis 
service, CAMEO. Classification of individuals with ARMS 
was based on the Comprehensive Assessment for At Risk 
Mental States (CAARMS),34 as described by Morrison and 
colleagues.35 All individuals with ARMS met CAARMS 
criter ia of attenuated psychotic symptoms. Controls were re-
cruited through advertisement in Cambridgeshire and 
through existing research databases at the University of 
Cambridge. Montagnese and colleagues22 provide a detailed 
description of selection and classification. 

Psychological and clinical measures

Montagnese and colleagues22 provide a description of all 
measures assessed. The relevant measures for the present 
study are the matrix subscore of the Wechsler Abbreviated 
Scale of Intelligence (WASI), the CAARMS, the Schizotypal 
Personality Questionnaire (SPQ), the Positive and Negative 
Symptoms Scale (PANSS), the Cardiff Anomalous Percep-
tions Scale (CAPS40), the Peters et al. Delusions Inventory 
(PDI41) and the Mood and Feelings Questionnaire (MFQ), a 
subset of the Young People Questionnaire, to measure de-
pressive symptoms.36–42
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Go/no-go task

All participants completed an orthogonalized go/no-go task, 
which allows for the investigation of learning of state–action 
contingencies (Figure 1). The task is described in detail else-
where.22,23 In short, on each trial, 1 of 4 different fractal images 
is presented randomly, and participants must perform either 
a go (i.e., action invigoration) or a no-go (i.e., action inhibi-
tion) response. The response leads to a probabilistic outcome, 
namely a win (+£0.5), a loss (–£0.5) or no change (£0). Each of 
the 4 images represents a condition but participants do not 
know this. In the 2 reward conditions (i.e., positive valence), 
a win or no change are possible outcomes; in the 2 punish-
ment conditions (i.e., negative valence), a loss or no change 
are possible outcomes. Outcomes are assigned probabilis-
tically (80:20). In each pair of reward and punishment condi-
tions, the decisions to be taken to maximize the overall win 
are opposite: “go to win” and “no-go to win” for the reward 
conditions, and “no-go to avoid losing” and “go to avoid 
 losing” for the punishment conditions. ”Go to win” and “no-
go to avoid losing” are considered Pavlovian-congruent 
 conditions, and “no-go to win” and “go to avoid losing” are 
considered Pavlovian-incongruent conditions.

Active inference modelling

In applying computational modelling to psychological tasks, 
we aimed to identify and estimate parameters that relate to 
the underlying psychological processes engaged in successful 

task performance and, thereby, to characterize alterations in 
the processes by clinical group.

We used an active inference modelling approach of the 
orth ogonalized go/no-go task, as described by Adams and 
colleagues.1 This approach uses a partially observable Markov 
decision process to model the action-dependent state transi-
tions. The agent has to infer the state they are in, considering 
all actions and outcomes of the past (subject to forgetting), 
and simultaneously, to infer optimal actions given the cur-
rent state and take into consideration their preferences.44,45 In 
our model, Pavlovian behaviour is explained on the basis of 
prior beliefs, namely that go is more likely to be the correct 
action given a rewarding (win) context, and no-go is more 
likely to be the correct action given a punishment context 
(avoid losing). The model we used thus contained the follow-
ing parameters: 2 Pavlovian priors, 1 in the context of reward 
(P(a* = go|context = win), hereafter, Pavlovian win prior), 1 in 
the context of punishment (P(a* = no go|context = avoid 
 losing), hereafter, Pavlovian loss prior); an overall prior that 
the context is one of reward (P(context = win), hereafter, opti-
mism prior); the precision of the preferences over outcomes, 
quantifying how strongly rewards are preferred over losses 
(hereafter, outcome sensitivity); the prior on policy precision, 
quantifying confidence in choosing (given one’s knowledge 
and preferences); and, finally, forgetting, assessing working 
memory. 

Importantly, in the active inference model, parameters 
are estimated based on the complete cohort of all 3 groups 
to avoid false-positive biases that can occur in some types of 

Figure 1: Schematic illustration of orthogonalized go/no-go task.22,23,43
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hierarchical model fitting.46 This allowed us to investigate 
the relationship between model parameters and group clas-
sification. We estimated all parameters using approximate 
Bayesian inference, with the Laplace approximation to esti-
mate free energy. For further analysis, we used the max i-
mum of the posterior distribution for each parameter. We 
used the TAPAS toolbox, implemented in MATLAB 
(http://www.translationalneuromodeling.org/tapas/).47,48

The same data were previously analyzed using an associa-
tive (reinforcement learning) model.22 These approaches 
model largely similar constructs. The active inference model 
represents a hypothesis that the Pavlovian guidance of be-
haviour encodes and then updates probabilistic expectations 
about environmental contingencies. Hence, the optimism and 
Pavlovian priors recast the Pavlovian and go bias of the re-
inforcement learning model, but allow the beliefs in question 
to be modified by experience. Reward and punishment sensi-
tivity (i.e., inverse temperature) and lapse rate refer to the 
prior on policy precision and preferences over outcomes. In 
other words, the reinforcement learning model accounts for 
the difference between valences in terms of outcome sensitiv-
ity, whereas the active inference model accounts for this dif-
ference in terms of baseline beliefs about the world (i.e., preva-
lence priors). Moreover, forgetting is analogous to 1 minus 
the learning rate in reinforcement learning, but the learning 
rates in reinforcement learning account equally for learning 
and forgetting. In comparison, our active inference model ap-
plies perfect inference, but then forgets information the more 
a trial of 1 type is distant from the next. Finally, the stochas-
ticity of behaviour can be regarded as fixed in the reinforce-
ment learning model, but is more flexible in active inference, 
through updates of the policy precision. In addition, param-
eter estimation was realized differently in each model. Our 
previous work used a hierarchical approach and fitted 
partici pant groups separately to optimize individual param-
eter accuracy.22 Here, we used an approach more appropriate 
to detect correlations with clinical variables, reducing a bias 
at a slight expense of accuracy of individual parameters. 

Statistical analysis

We measured group differences in demographic information 
and clinical measures using the Pearson χ2 test, Welch t test 
and one-way analysis of variance (ANOVA). If the assump-
tion of normality or homogeneity of variance were not met, 
we used the Wilcoxon rank-sum test or Kruskal–Wallis test, 
respectively. 

We assessed group differences in performance between 
the 4 conditions (go to win, no-go to win, no-go to avoid 
losing, go to avoid losing) using the within-variables of 
 valence (positive v. negative) and action (invigoration v. 
 in hibition) in a mixed ANOVA design with subsequent 
Tukey post hoc tests. 

We performed robust ANOVAs and post hoc tests based 
on trimmed means using the bootstrap method to compare 
active inference parameters between groups. 

We used logistic regression to analyze the relationship be-
tween active inference parameters and group membership. 

We performed receiver operating characteristic (ROC) analy-
ses, and assessed the area under the curve (AUC) to evaluate 
whether active inference parameters contribute to the classifi-
cation of individuals. We defined the AUC thresholds for 
classification as excellent (0.90–1), good (0.80–0.89), fair (0.70–
0.79), poor (0.60–0.69) or fail (0.50–0.59).49

Finally, we used heat maps reporting Pearson correlation 
analyses to link active inference parameters with clinical 
measures (i.e., the WASI matrix subscore, the CAARMS 
score, the SPQ score, the PANSS positive and negative 
symptom subscores, the CAPS score, the PDI score and the 
MFQ score2). 

We conducted all statistical analyses in R, and visualized 
data using the ggplot2 package version 3.3.5.50,51 To compute 
the Levene test for homogeneity of variance, we used the car 
package version 3.0-11.52 To explore the assumption of nor-
mality, we performed the Shapiro–Wilk test using the pastecs 
package version 1.3.53 We conducted the Pearson χ2 test, 
Kruskal–Wallis test, Welch t test and Wilcoxon rank-sum test 
with the stats package version 4.0.54 We completed ANOVA 
analyses using the afex package version 1.0-1, and post hoc 
tests with the emmeans package version 1.5.3.55,56 We per-
formed the robust ANOVAs and robust post hoc tests using 
the WRS2 package version 1.1-3,57 based on 20% trimmed 
means and 2000 bootstrap samples. 

We implemented logistic regressions with the mlogit 1.1-1 
package.58 We completed ROC and AUC analyses with the 
pROC 1.18.0 package.59 Finally, we performed and visual-
ized correlation analyses with the ggcorrplot package ver-
sion 0.1.3.60

Ethics approval

The study was approved by the Cambridgeshire 3 National 
Health Service research ethics committee. All participants 
gave written informed consent in accordance with the 
 Declaration of Helsinki. 

Results

Table 1 describes participants, including medication status, 
who were included in all analyses. 

Behavioural performance 

Figure 2A depicts the learning rates of each group for each condi-
tion, ordered along the axes of action and valence. In Figure 2B, 
accuracy values for valence and action are presented in boxplots 
for each group. Individual performances at 10 and 30 trials are 
presented in Figure S1 in Appendix 1, available at www.jpn.ca/
lookup/doi/10.1503/jpn.220141/tab-related-content.

Based on these results, we conducted a 3 × 2 × 2 mixed 
ANOVA with group (control v. individuals with ARMS v. 
patients with FEP) as a between-group variable, and valence 
(positive v. negative) and action (invigoration v. inhib ition) 
as within-group variables. We observed a significant main 
effect for group (F2,77 = 8.02, p < 0.001, η2

p = 0.17) and action 
(F1,77  = 9.30, p = 0.003, η2

p = 0.11) but not for valence 
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(F1,77 = 0.15, p = 0.695, η2
p = 0.00). Although there was no inter-

action between group and valence (F2,77 = 1.79, p = 0.174, 
η2

p  =  0.04) or group and action (F2,77 = 0.09, p = 0.917, 
η2

p = 0.00), there was a significant interaction between action 
and valence (F1,77 = 41.65, p < 0.001, η2

p = 0.35). This is the 
 Pavlovian effect, as will be discussed below. The interaction 
of group, valence and action was not significant (F2,77 = 0.42, 
p = 0.660, η2

p = 0.01). 
Tukey post hoc analysis found that controls (mean differ-

ence 13.98, 95% confidence interval [CI] 4.79 to 23.16) and in-
dividuals with ARMS (mean difference 13.59, 95% CI 3.70 to 
23.48) were significantly more accurate than patients with 
FEP. There was no significant difference in accuracy between 
controls and individuals with ARMS (mean difference 0.39, 
95% CI –9.12 to 9.89).

Regarding the interaction between action and valence, 
Tukey post hoc analysis showed that participants were more 
accurate when performing a Pavlovian congruent response 
than a Pavlovian incongruent response (go to win v. go to 
avoid losing: mean difference –15.3, 95% CI –20.0 to –10.7); 
no-go to avoid losing v. no-go to win: mean difference 14.3, 
95% CI 8.5 to 20.1).

We also explored the interaction between the within-
group variables and group (Figure 1B). For valence, Tukey 
post hoc analysis showed that controls (mean difference 
16.54, 95% CI 5.54 to 27.53) and individuals with ARMS 
(mean difference 16.28, 95% CI 4.45 to 28.11) were signifi-
cantly more accurate in punishment trials than patients with 

FEP, but not in reward trials. For action, performance did not 
differ between go and no-go trials across groups. 

Computational modelling

We performed 1-way robust ANOVAs and robust post hoc 
tests based on the trimmed means using the bootstrap 
method to compare active inference parameters between 
groups. We found significant differences for forgetting, as 
well as for the fit measures of free energy and maximum like-
lihood (Table 2 and Figure 3A). To investigate potential ef-
fects of gender or antipsychotic medication on active infer-
ence parameters, we conducted additional control analyses 
(Appendix 1, Figure S2, Table S3, Figure S4 and Table S5). 

Classification based on model parameters

The AUC from the ROC analyses — representing the overall 
classification performance based on logistic regression using 
only the active inference modelling parameters (i.e., Pavlov-
ian win prior, Pavlovian loss prior, optimism prior, outcome 
sensitivity, forgetting, prior on policy precision, free energy) 
— are presented in Figure 4A. Classification performances 
differed depending on group comparison. The controls were 
differentiated from individuals with ARMS with an overall 
poor performance (AUC 0.6690, specificity 0.65, sensitivity 
0.61, accuracy 0.63). Importantly, the patients with FEP were 
differentiated from controls with a fair performance 

Table 1: Summary demographic information and clinical measures by group 

Variable

Controls Individuals with ARMS Patients with FEP Group comparison

n Mean ± SD n Mean ± SD n Mean ± SD Statistic p value

Total no. of participants 31 23 26

Age, yr 30 22.57 ± 3.68 23 21.22 ± 3.40 25 24.56 ± 4.67 F2,75 = 4.38* 0.016

Gender χ2
2 = 8.06† 0.018

    Female 14 6 3

    Male 16 17 22

Antipsychotic medication χ2
2 = 43.43† < 0.001

    Yes 0 2 19

    No 29 21 7

Clinical measures‡

    WASI 27 30.52 ± 3.39 18 27.56 ± 4.71 21 28.48 ± 5.11 F2,63 = 2.77* 0.070

    CAARMS intensity and frequency 26 5.46 ± 3.84 21 29.52 ± 6.71 24 33.67 ± 6.23 H2 = 51.28§ < 0.001

    SPQ 29 8.21 ± 6.34 21 35.43 ± 12.10 23 34.22 ± 19.60 H2 = 37.70§ < 0.001

    PANSS positive NA NA 21 16.86 ± 2.78 22 21.27 ± 6.22 t29.36 = –3.03¶ 0.005

    PANSS negative NA NA 21 14.48 ± 5.95 22 14.82 ± 7.37 W = 239.5** 0.845

    CAPS NA NA 21 11.62 ± 7.26 22 11.45 ± 9.43 W = 235.5** 0.922

    PDI NA NA 21 7.76 (4.39) 22 9.14 (5.69) t39.31 = –0.89¶ 0.380

    MFQ NA NA 21 29.67 (15.04) 24 31.00 (26.32) W = 269.5**  0.699

ARMS = at-risk mental state, CAARMS = Comprehensive Assessment of At-Risk Mental States (excluding 2 items on aggression and suicidality), CAPS = Clinician-Administered PTSD 
Scale, FEP = first-episode psychosis, MFQ = Mood and Feelings Questionnaire, NA = not applicable, PANSS = Positive And Negative Symptoms Scale, PDI = Peters et al. Delusions 
Inventory, SD = standard deviation, SPQ = Schizotypal Personality Questionnaire, WASI = Wechsler Abbreviated Scale of Intelligence.
*Calculated using 1-way analysis of variance.
†Calculated using the Pearson χ2 test.
‡Scores ranged as follows: CAARMS 0–48, SPQ 0–74, PANSS positive 7–49, PANSS negative 7–49, CAPS 0–32, PDI 0–21, MFQ 0–66.
§Calculated using the Kruskal–Wallis test.
¶Calculated using the Welch t test.
**Calculated using the Wilcoxon rank-sum test. 
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(AUC 0.7917, specificity 0.83, sensitivity 0.68, accuracy 0.75), 
and from individuals with ARMS with a good performance 
(AUC 0.8188, specificity 0.67, sensitivity 0.83, accuracy 0.74), 
indicating that active inference model parameters contrib-
uted significantly to group classification. Regression results 
are in Appendix 1, Figure S6.

Classification based on performance

The AUC from the ROC analyses — representing the over-
all classification performance based on logistic regression 
using only the performance in the 4 conditions (go to win, 
no-go to win, no-go to avoid losing, go to avoid losing) — 
are presented in Figure 4B. Classification performances dif-
fered depending on group comparison. Using performance, 
the classification of controls from individuals with ARMS 
failed (AUC 0.5694, specificity 0.48, sensitivity 0.58, ac-
curacy 0.54). Importantly, patients with FEP were differenti-
ated from controls (AUC 0.8078, specificity 0.75, sensitivity 
0.71, accuracy 0.73), and from individuals with ARMS with 

a good performance (AUC 0.7953, specificity 0.79, sensitiv-
ity 0.70, accuracy 0.74). Regression results are in Appendix 1, 
Figure S7.

Classification based on model parameters and performance

The AUC from the ROC analyses — representing the overall 
classification performance based on logistic regression using 
the performance in the 4 conditions (go to win, no-go to win, 
no-go to avoid losing, go to avoid losing) and the active infer-
ence modelling parameters (Pavlovian win prior, Pavlovian 
loss prior, optimism prior, outcome sensitivity, forgetting, 
prior on policy precision, free energy) — are presented in 
Figure 4C. Classification performances differed depending 
on group comparison. Importantly, patients with FEP were 
differentiated from controls with a good performance 
(AUC 0.8804, specificity 0.79, sensitivity 0.81, accuracy 0.80), 
as well as from individuals with ARMS (AUC 0.8877, speci-
ficity 0.75, sensitivity 0.83, accuracy 0.79). In contrast to the 
performance-only classification’s failure to differentiate these 

Figure 2: Overview of task performance. (A) Learning rate by group and trial type. Patients with first-episode psychosis performed worse (relative to 
controls) in the “avoid losing” conditions (lower plots). (B) Behavioural performance. Box plots show the medians as horizontal bars, means as small red 
dots, group means as large red dots and interquartile ranges as whiskers; significant group differences of the Tukey post hoc tests are shown (*p < 0.05, 
**p < 0.01, ***p < 0.001). ARMS = individuals with at-risk mental state, CON = control group, FEP = patients with first-episode psychosis.
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Table 2: Summary of descriptive statistics for active inference parameters by group

Parameter

Controls
Individuals 
with ARMS

Patients with 
FEP Group comparison*

Controls v. patients 
with FEP

Controls v. individuals 
with ARMS

Individuals with ARMS 
v. patients with FEP

n
Mean ± 

SD n
Mean ± 

SD n
Mean ± 

SD Ft

p 
value ξ† Ψ (95% CI)

p 
value Ψ (95% CI) p value Ψ (95% CI)

p 
value

Optimism 
prior

31 0.50
± 0.05

23 0.51
± 0.05

26 0.52
± 0.05

1.04 0.367 0.23

Pavlovian 
win prior 

31 0.55
± 0.07

23 0.55
± 0.05

26 0.56
± 0.07

0.24 0.797 0.11

Pavlovian 
loss prior

31 0.52
± 0.05

23 0.50
± 0.06

26 0.53
± 0.05

1.37 0.270 0.26

Outcomes 
sensitivity

31 5.08
± 0.10

23 5.06
± 0.03

26 5.04
± 0.06

1.36 0.278 0.25

Forgetting 31 0.41
± 0.16

23 0.42
± 0.21

26 0.54
± 0.17

5.08 0.013 0.42 –0.14 (–0.26 
to –0.02)

0.009 0.01 (–0.13 
to 0.15)

0.836 –0.15 (–0.29 
to –0.00)

0.016

Prior on 
policy 
precision

31 1.69
± 0.65

23 1.56
± 0.34

26 1.35
± 0.64

2.88 0.077 0.38 0.33, (–0.11 
to 0.68)

0.070 0.05 (–0.22 
to 0.36)

0.673 0.28 (–0.15 
to 0.55)

0.082

Free 
energy 

31 –62.89
± 23.04

23 –71.77
± 14.97

24 –79.53
± 22.34

2.97 0.089 0.40 19.44 (1.23 
to 36.45)

0.011 9.29 (–6.57 
to 24.79)

0.140 10.15 (–5.29 
to 24.50)

0.136

Maximum 
likelihood

31 –60.94
± 23.16

23 –69.73
± 14.79

26 –78.58
± 21.45

4.26 0.028 0.45 21.46 (4.04 
to 36.88)

0.003 8.59 (–6.17 
to 22.52)

0.154 12.87 (–0.81 
to 24.86)

0.025

ARMS = at-risk for mental health, CI = confidence interval, FEP = first-episode psychosis, SD = standard deviation. 
*Robust ANOVA analysis of group differences of modelled parameters based on trimmed means using the bootstrap method. 
†Explanatory measure of effect size (ξ) values of 0.10, 0.30 and 0.50 correspond to small, medium and large effect sizes.

Figure 3: Group comparisons of active inference parameters and model fit from robust analysis of variance based on trimmed means using 
the bootstrap method. Significant results from robust post hoc analyses are shown (*p < 0.05, **p < 0.01). Horizontal bars of boxplots mark the 
median and whiskers indicate the interquartile range. ARMS = patients with at-risk mental state, CON = control group, FEP = patients with 
first-episode psychosis. 
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2 groups, in this analysis, controls were differentiated from 
individuals with ARMS with an overall fair performance 
(AUC 0.7419, specificity 0.70, sensitivity 0.65, accuracy 0.67). 
Regression results are in Appendix 1, Figure S8. 

To identify which parameter specifically led to a classifi-
cation improvement, we conducted a leave-1-out analysis 
by systematically excluding parameters from the logistic 

regression and subsequent ROC analysis. Leaving out the 
Pavlovian win prior, the free energy parameter and the 
task performance in the “no-go to avoid losing” condition 
produced a poor classification performance (Appendix 1, 
Figure S9). Excluding other active inference parameters 
generated similar AUC values, but were still above the 
threshold for a fair classification performance. 

Figure 4: Receiver operating characteristic curves for group comparisons based on classification models using (A) modelling parameters, (B) 
performance measures and (C) a combination of modelling parameters and performance measures. ARMS = individuals with at-risk mental 
state, AUC = area under the curve, CON = control group, FEP = patients with first-episode psychosis.
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Relationship between active inference parameters and 
 clin ical parameters

The correlation analysis between modelling parameters and 
clinical scores did not show any significant results when cor-
recting for multiple comparisons (uncorrected results are in 
Appendix 1, Figure S10).

Discussion

We investigated whether Bayesian measures of decision- 
making that underly action selection differed among individ-
uals with ARMS and those with FEP, compared with healthy 
controls, and whether these measures were associated with 
symptoms. We applied an active inference model to an orthog-
onalized go/no-go task for individuals with ARMS, patients 
with FEP and healthy controls.1,22,23 Our results showed that pa-
tients with FEP had significantly worse performances in the 
punishment condition than individuals with ARMS and con-
trols. Furthermore, patients with FEP had an overall increased 
forgetting parameter relative to the other groups. Investigating 
the Bayesian model measures, we found that patients with FEP 
had significantly lower levels of free energy and maximum 
likelihood than controls, indicating that these patients were less 
Bayesian-optimal in their inferences than the other groups. 

Interestingly, we found a group-level trend toward lower 
prior on policy precision, with post hoc tests revealing a differ-
ence between individuals with ARMS compared with con-
trols. This is consistent with current theories of an imbalance 
of prior precision compared with sensory likelihood under-
lying the psychopathology of symptoms in psychosis.29,61,62 It 
may also reconcile the findings of Moutoussis and colleagues63 
with those of Ermakova and colleagues.11 The former study, 
which included patients with longer-term psychosis, found 
that inconsistent choosing might be associated with lower pol-
icy precision, but this was not observed in the latter study, 
which focused on individuals with ARMS and early psych-
osis. However, our data showed that there were 8 individuals, 
5 of whom were in the FEP group, with the prior on policy 
precision above the group-specific standard deviation, sug-
gesting greater variability with respect to this measure, espe-
cially in the FEP group. 

The task used in this study disentangled the type of action 
(go v. no-go) from the valence of the action outcome (reward 
v. punishment). Consistent with previous research using this 
task,23,25 participants generally performed better in the 
Pavlovian -congruent conditions (go to win, no-go to avoid los-
ing) compared with the incongruent conditions (go to avoid 
losing, no-go to win). Previous research has discussed how 
impairments in action selection are an intermediate phenotype 
between neurobiological or genetic substrates and expressed 
clinical symptoms, which is why we would expect these alter-
ations in decision-making to also be present in individuals 
with increased clinical risk of developing psychosis; however, 
findings are inconsistent.13,64,65 Our findings do not confirm 
this hypothesis. In our sample, we identified poorer perform-
ance among patients with FEP compared with controls but 
also compared with individuals with ARMS, mainly in the 

punishment condition. In a recent study that administered a 
probabilistic learning task to patients with early or persistent 
psychosis, Suetani and colleagues66 reported that patients 
with early psychosis were less likely to adapt their behaviour 
after a loss compared with controls, which is indicative of 
defi cits in punishment learning and is similar to our findings.

Using the active inference model parameters, we identified 
differences between patients with FEP and controls, as well as 
individuals with ARMS. Interestingly, we found that patients 
with FEP were less likely to achieve a Bayesian-optimal out-
come selection, indicated by lower free energy and maximum 
likelihood. Importantly, we found a reduced prior on policy 
precision among patients with FEP compared with controls 
and individuals with ARMS. It has been suggested that 
psych osis is represented by an imbalance of the precision of 
the prior relative to the precision of sensory informa-
tion.3,15,67–69 This interaction may be dependent on the hier-
archical level, with increased precision of the prior at higher 
hierarchical levels and decreased precision at lower hierarch-
ical levels.29,62,70,71 Our results showed lower prior precision 
and higher forgetting among patients with FEP, indicating 
that they showed deficits in identifying and possibly main-
taining the associations between cue and outcome, as well as 
their respective probabilities, which may be linked to altered 
beliefs about environmental volatilities.70,72,73

Adams and colleagues1 reported that prior precision is 
nega tively correlated with D2/3 receptor availability in the 
limbic striatum, linking greater D2/3 receptor availability to 
lower precision. Findings of D2/3 receptor availability in 
psych osis, mainly in the striatum and the thalamus, have 
been linked to medication status, indicating that 
antipsychotic -naïve individuals have the same D2/3 receptor 
availability as controls.74,75 Some studies, however, have also 
found an increased availability before or without treatment.76 
Adams and colleagues1 reported that lower D2/3 receptor 
availability can be cognitively advantageous, as higher tonic 
dopamine activity may be associated with higher prior preci-
sion. We speculate that patients with FEP with lower prior 
precision may have more disordered dopaminergic transmis-
sion, but this will need further investigation.

We applied the active inference model to the whole sample 
to reduce the likelihood of false-positive findings.43,46 Al-
though this procedure may be slightly less sensitive to 
group-specific differences, fitting the posterior distribution 
over all participant performances allows conservative use of 
the parameter output for classification analyses. Computa-
tional modelling of neurocognitive tasks sheds light on the 
neuropsychological processes underlying the behaviour, 
which may be linked to the psychopathology of the disor-
der.2,68 Using model parameters in classification algorithms 
combines 2 approaches necessary to improve strategies of 
identifying individuals with psychosis early and precisely.77,78 

The detection of potential biomarkers for early identification 
of individuals at risk is one of the goals of current research ef-
forts. Cognitive impairments are particularly interesting owing 
to their prodromal onset and their impact on functional out-
comes.14,30,79–81 Using ROC analysis, we found that the specific 
expression of modelling parameters, as well as individual 
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performance measures, allowed a good classification of pa-
tients with FEP, with significant differentiation from controls 
and individuals with ARMS. This indicates that differences in 
the neuropsychological processes underlying the performance 
in the go/no-go task are relevant for the psychopathology of 
psychosis.9,13,19 Importantly, however, combining modelling 
parameters and performance measures in the ROC analysis 
improved the identification of all group associations by at least 
8%. This improvement was especially important for the dis-
tinction of controls and individuals with ARMS, leading to a 
fair classification performance. This finding is highly relevant 
for future research on biomarkers for early identification of 
psychosis, and should be validated in larger testing samples. 
An additional, explorative leave-1-out analysis indicated that 
the combination of all model parameters may have led to the 
classification improvement, rather than any single parameter.

Limitations

Our study was limited by the number of trials, as not all learning 
curves reached a plateau by the end of the task. Future studies 
should consider running the task with more trials to ensure that 
all participants have learned sufficiently. Our study was limited 
by the sample size. However, the active inference model was fit-
ted across all 81 participants, which is a sufficiently high num-
ber, and produced excellent model convergence. To further in-
crease the confidence in our analysis, we used robust ANOVA 
with resampling, which yielded reliable effects with medium ef-
fect sizes. The current sample size did not allow an investigation 
of effect of antipsychotic medication on modelling parameters. 
In the future, alternative designs such as crossover studies or 
randomized controlled trials could clarify medication effects.

Conclusion

We found that, among patients with FEP, deficits in prob-
abilistic decision-making in an orthogonalized go/no-go task 
were linked to increased forgetting, reduced prior precision 
and less optimal general choice behaviour, with poorer pun-
ishment learning. Reduced prior precision in FEP may be 
linked to alterations in tonic striatal dopaminergic activity, 
which is associated with D2/3 receptor availability. Our re-
sults support findings of previous studies and provide further 
mechanistic insights about how altered cognitive parameters 
may lead to dysfunctional decision-making in psychosis. 
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