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Background and Hypothesis: In a complex world, gath-
ering information and adjusting our beliefs about the world 
is of paramount importance. The literature suggests that 
patients with psychotic disorders display a tendency to 
draw early conclusions based on limited evidence, referred 
to as the jumping-to-conclusions bias, but few studies have 
examined the computational mechanisms underlying this 
and related belief-updating biases. Here, we employ a com-
putational approach to understand the relationship between 
jumping-to-conclusions, psychotic disorders, and delu-
sions. Study Design: We modeled probabilistic reasoning of 
261 patients with psychotic disorders and 56 healthy controls 
during an information sampling task—the fish task—with 
the Hierarchical Gaussian Filter. Subsequently, we exam-
ined the clinical utility of this computational approach by 
testing whether computational parameters, obtained from 
fitting the model to each individual’s behavior, could predict 
treatment response to Metacognitive Training using ma-
chine learning. Study Results: We observed differences in 
probabilistic reasoning between patients with psychotic dis-
orders and healthy controls, participants with and without 
jumping-to-conclusions bias, but not between patients with 
low and high current delusions. The computational analysis 
suggested that belief  instability was increased in patients 
with psychotic disorders. Jumping-to-conclusions was as-
sociated with both increased belief instability and greater 
prior uncertainty. Lastly, belief instability predicted treat-
ment response to Metacognitive Training at the individual 
level.  Conclusions: Our results point towards increased 

belief instability as a key computational mechanism un-
derlying probabilistic reasoning in psychotic disorders. 
We provide a proof-of-concept that this computational ap-
proach may be useful to help identify suitable treatments 
for individual patients with psychotic disorders.

Key words:  psychosis/jumping-to-conclusions/belief  
updating/Hierarchical Gaussian Filter/treatment response 
prediction/probabilistic reasoning

Introduction

Delusions have been defined as unfounded beliefs that are 
held with absolute conviction, despite strong evidence to 
the contrary and are resistant to change.1 They occur in 
various forms: Prominently featuring among others are 
persecutory delusions—the belief  that others deliberately 
intend to cause harm2—and grandiose delusions, believing 
that one has superior power, knowledge, or a special iden-
tity.3 While delusions are key symptoms of schizophrenia, 
they also occur in other disorders with psychotic symp-
toms, such as delusional disorder, and psycho-affective 
disorders, including bipolar disorder.4 It is therefore im-
portant to assume a transdiagnostic perspective and un-
derstand the mechanisms underlying delusion formation 
and persistence across psychotic disorders.

A substantial body of work has examined the relation-
ship between reasoning biases and delusions.5–7 Patients 
with psychotic disorders change their beliefs more than 
healthy controls (HC) when faced with evidence that 
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contradicts their current beliefs (ie, disconfirmatory 
evidence).8–11 Another extensively studied bias is the 
jumping-to-conclusions bias (JTC), the tendency to draw 
conclusions based on limited evidence. JTC was found to 
be more prevalent in patients with psychotic disorders, 
especially in those with delusions.6,7 Traditionally, JTC 
was assessed with the beads task, a probabilistic learning 
task, in which participants are asked to decide from 
which of two urns an experimenter is drawing a sequence 
of colored beads.12,13 In another version of the task, the 
fish task,14–16 participants are shown fish that a fisherman 
caught from one of two lakes with different ratios of col-
ored fish and are asked to determine from which lake the 
fisherman was fishing.

While relationships between reasoning biases such 
as JTC, delusions, and psychotic disorders have been 
found across different tasks,5–7 as of  yet, it is unclear, 
whether JTC is contributing to delusion formation by 
increasing premature acceptance of  implausible ideas,6,17 
or, whether it is merely an epiphenomenon of psychotic 
disorders18 (see Ref.7 for other biases). A  third possi-
bility is that JTC—and increased updating to discon-
firmatory evidence—both reflect a noisy and unstable 
cognitive system that is more vulnerable to affective or 
habitual biases, thus enabling delusions without directly 
causing them.19 Although answering this question may 
ultimately require longitudinal data, computational 
modeling allows us to study the computational mech-
anisms underlying behavioral differences across indi-
viduals. Computational models describe how changes 
in information processing give rise to observable differ-
ences in behavior. This approach is useful because there 
is often a many-to-many mapping between computa-
tional parameters and behavioral effects. For example, 
JTC could be caused by greater initial uncertainty, faster 
belief-updating, or noisier responding. Modeling allows 
the investigator to distinguish between these possibil-
ities in each individual. This is potentially important, 
because specific computational mechanisms may relate 
to specific treatment effects (eg, blocking dopamine D2 
receptors might reduce noisy responding, but not affect 
belief-updating).

Here, we employed a computational modeling ap-
proach to understand the relationship between JTC, psy-
chotic disorders, and delusions. The research objective of 
this study was to dissect this relationship based on the 
computational mechanisms underlying belief  updating in 
the fish task. To this end, we formulated three research 
questions (RQ):

RQ1:  What are the computational mechanisms underlying 
differences in probabilistic reasoning between HC 
and patients with psychotic disorders?

RQ2:  What are the computational mechanisms underlying 
differences in probabilistic reasoning between indi-
viduals with and without JTC?

RQ3:  What are the computational mechanisms underlying 
differences in probabilistic reasoning between pa-
tients with low and high current delusions?

While computational analyses may provide relevant the-
oretical insight, the ultimate goal of understanding com-
putational mechanisms is to improve patients’ well-being. 
To examine the clinical utility of this approach, we in-
vestigated whether computational parameters predicted 
treatment response to Metacognitive Training,20 an inter-
vention that specifically targets reasoning biases. Based 
on previous results,21 we expected that belief  instability 
and decision noise would predict treatment response. 
This hypothesis was also based on the observation that 
several modules of Metacognitive Training are designed 
to make cognition more robust (supplementary mate-
rial). In which case, those with the greatest belief  insta-
bility or decision noise may stand to benefit most from a 
cognition-focused intervention.

Methods

Participants

Our sample consisted of N = 333 participants of three 
different studies.22–24 All studies were approved by the 
local ethics committee and conducted in accordance with 
the most recent version of the Declaration of Helsinki. 
Participants provided written informed consent and were 
reimbursed for clinical assessments. We excluded 13 parti-
cipants for which raters had indicated miscomprehension 
of task instructions and three participants due to incom-
plete probability ratings. The final sample (N = 317) con-
sisted of 56 HC and 261 patients with psychotic disorders 
who met the criteria for a schizophrenia spectrum dis-
order diagnosis and experienced delusions currently or in 
the past (see supplementary material and Refs.22–24).

Metacognitive Training Intervention

In treatment trials,22,24 patients were randomly allocated 
to treatment (Metacognitive Training, n = 106) or con-
trol intervention (computerized remediation intervention; 
CogPack; http://www.markersoftware.com/) using a fixed, 
pseudo-randomization schedule. Additionally, all partici-
pants continued treatment as usual. Clinical assessments 
were conducted by raters that were blind to the treatment 
allocation. Analyses were restricted to the baseline and 
post-intervention assessment (after 424or 622 weeks).

Task

To assess probabilistic reasoning at baseline, we em-
ployed a graded estimates version8 of the fish task.14–16 
Participants were instructed that a fisherman was fishing 
from one—and only one—of two lakes with different 
ratios of colored fish (80:20 in lake A  and reversed in 
lake B; figure 1A). They were also instructed that these 
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ratios did not change as the fisherman always threw the 
fish back into the water (sampling with replacement). 
Participants were presented with a sequence of ten fish. 
After each fish in the sequence they were asked (1) to es-
timate the probability that the fish were drawn from lake 
A (0%–100%) and (2) if  they were certain enough to de-
cide from which lake the fisherman was fishing and if  so, 
what their conclusion was (ie, lake A or B).

Computational Modeling

Hierarchical Gaussian Filter. We modeled behavior with 
the Hierarchical Gaussian Filter (HGF).27,28 This model 
was employed previously to understand probabilistic rea-
soning during the beads task in schizophrenia patients21 
and other symptoms of schizophrenia (eg, hallucin-
ations29 or paranoid delusions30–32). The HGF assumes 
that learning is driven by precision-weighted prediction 
error updates and that learners integrate prior and new 
information in a Bayes-optimal manner given their indi-
vidual learning parameters, which are estimated from par-
ticipants’ behavior. These parameters can be understood 
as encoding an individual’s approximation to Bayesian 
inference28 and provide a concise summary of individual 
learning profiles. Differences in model parameters or 
architectures across participants can then be leveraged to 
understand the computational mechanisms underlying 
different populations. We closely followed the approach 
of Adams and colleagues,21 briefly summarize below.  

As Adams et  al21 we employed a 2-level, nonvolatile 
HGF (figure 1B; supplementary material) because parti-
cipants experienced a stable environment (the fisherman 
was always fishing from the same lake) and the third level 
of the HGF captures learning about environmental vol-
atility. This also helped reduce the number of free model 
parameters, which was important given the small number 
of available trials per participant.

The generative model assumes that a fish u(k) is drawn 
from the probability x(k)

1  that the fisherman is fishing 
in one of the lakes (eg, lake A) on trial k (figure  1B). 
The state at the level above is the unbounded tendency 
(−∞,+∞) of  the fisherman fishing from lake A  x2

(k),  
which is transformed to the probability x1

(k) using the 

Fig. 1. Task and winning model. (A) Fish task. (B) Winning 
model. Graphical representation of the generative model adapted 
from Adams et al.21 Observed quantities are denoted with gray 
circles. White circles represent hidden states and blue circles 
subject-specific parameters. Black lines indicate probabilistic 
network at trial k and gray lines at trial k + 1. Solid lines indicate 
generative model in the world, which participants infer on,25,26 
whereas dotted lines represent participants’ inference on these 
states. (C) Simulation showing the impact of changing belief  
instability κ1 and prior uncertainty σ(0)

2 . Displayed is the inferred 

probability that the fisherman is fishing from lake A s
Ä
κ1µ

(k)
2

ä
 for 

very low (upper panel) or low to high levels of belief  instability 
(middle panel), and changing prior uncertainty (lower panel). All 
other parameters were fixed to the posterior medians. Increasing 
log(κ1) above approximately −0.9 leads to higher belief  instability, 
as participants are changing their beliefs more rapidly when 
faced with disconfirmatory evidence. Increasing κ1 in the very low 
range leads to larger belief  updates early in the experiment. Note, 
however, that the exact value of κ1 at which the model’s behaviour 
undergoes this qualitative change depends on the other parameter 
values. Increasing σ(0)

2  consistently leads to larger belief  updates 
early in the experiment.
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sigmoid transformation s(x(k)
2 ), where s(x(k)

2 ) is defined 
as: s(z) = 1/(1 + e−z).

However, x(k)
2  is not known to the participant and 

needs to be inferred when observing a sequence of fish. 

The participant’s posterior estimate of x(k)
2  on trial k is 

denoted µ
(k)
2 . Again, this unbounded tendency can be 

transformed into the participant’s posterior estimate of 
the probability of the fish being fished from that lake with 
the range [0, 1] using a sigmoid transformation as before 

µ̂
(k)
1 = s

Ä
κ1µ

(k)
2

ä
, which is equivalent to the participant’s 

prediction for the next trial (denoted with )̂. However, 
here, κ1 represents a subject-specific parameter capturing 
the degree of belief instability.

Bayesian Model Selection. We formulated two com-
peting hypotheses describing different learning mech-
anisms: Model 1: Standard Bayesian belief updating and 
Model 2: Bayesian belief updating subject to belief insta-

bility (controlled by κ1). Note, that µ̂
(k)
1 = s

Ä
κ1µ

(k)
2

ä
 re-

duces to a simple sigmoid transformation of µ
(k)
2 , if  κ1 = 1.  

In this case, Model 2 is reduced to Model 1. However, if  
κ1 > 1, simulated participants will show increased belief  
instability leading them to quickly change their mind when 
confronted with disconfirmatory evidence (figure 1C), but 
also resulting in smaller updates when presented with con-
sistent evidence (eg, fishes 5–8). Only Model 2 estimates κ1 
from participants’ behavior (supplementary material) and 
thus tests the hypothesis that participants’ learning can be 
better described by Bayesian belief updating subject to be-
lief instability. In both models, we additionally estimated 
(1) σ

(0)
2 , expressing the prior uncertainty at the beginning 

of the experiment, (2) ω2, the constant component of the 
learning rate or the evolution rate, and (3) ν , capturing re-
sponse stochasticity or decision noise (lower values indi-
cate higher noise). All other parameters were fixed.

To arbitrate between hypotheses, we compared models 
with random-effects Bayesian model selection33,34 and 
report protected exceedance probabilities φ and relative 
model frequencies f. Model and parameter recovery was 
assessed through simulations (supplementary material).

Statistical Analyses

We tested the three research questions with linear mixed-
effects models including probability estimates as de-
pendent variable and education, medication, sex, and 
study as covariates. JTC was defined as reaching a de-
cision after ≤ 2 fish35 and low and high current de-
lusions were defined based on a median split of the 
Psychotic Symptom Rating Scales (PSYRATS)36: 
Delusion subscale. Additionally, we assessed trial-by-
trial behavior with nonparametric Kruskal–Wallis tests 

Bonferroni-corrected for the number of trials (n = 10). 
Model parameters were compared using Kruskal–Wallis 
tests Bonferroni-corrected for the number of parameters 
(n = 4). We repeated analyses on an IQ-matched sub-
sample of patients to exclude IQ as a confounding factor 
(supplementary material).

Treatment Response Prediction

Based on recent meta-analyses,18,37 treatment response to 
Metacognitive Training was defined as a reduction in the 
Positive and Negative Syndrome Scale (PANSS)38 posi-
tive symptom factor39 by at least 20% at 424 or 622 week 
follow-up using percentage change scores.40 Random 
forest classifiers41 were trained to predict treatment re-
sponse from either (1) the model-derived computational 
fingerprint of participants, ie, the four model parameters 
(κ1, σ

(0)
2 , ω2, and ν ), (2) participants’ raw behavioral data 

(probability estimates and decisions) and a binary JTC 
indicator, or (3) clinical baseline data (PANSS items). 
Preprocessing included covariate correction42 for sex, 
medication, and education and was embedded in k-fold 
cross-validation (supplementary material).

Results

Clinical and demographic characteristics are reported 
in table  1. Since, there was no conclusive evidence for 
increased JTC in patients with psychotic disorders 
(χ 2 = 3.435, puncorr = 0.064), we analyzed HC and patients 
together in all subsequent analyses investigating JTC (for 
JTC analysis only in patients see supplementary material).

Behavioral Results

RQ1: Group Differences between HC and Patients with 
Psychotic Disorders.  We found a significant group-by-
trial interaction when comparing HC and patients with 
psychotic disorders (F = 4.420, P < .001; figure  2A), 
which held in IQ-matched subsamples (supplementary 
material). This effect was driven by a stronger decrease 
in probability for the more likely lake A in patients with 
psychotic disorders in trial 9 with one of the two rare (ie, 
disconfirmatory) fish (η2 = 0.028, P = .031). We also ob-
served trend-effects in trial 4 and 8, which did not survive 
Bonferroni correction, however (η2 = 0.015, puncorr = 0.028, 
P = .281, and η2 = 0.020, puncorr = 0.012, P = .123, respec-
tively). None of the covariates was significant.
RQ2: Group differences Between Individuals with and 
without JTC. Comparing individuals with and without 
JTC, we found a significant JTC-by-trial interaction 
(F = 11.598, P < .001; figure 2B), which held when com-
paring IQ-matched subsamples (supplementary ma-
terial). This effect was driven by increased probability 
estimates for lake A  in individuals with JTC within the 
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first three trials of the fish sequence (trial 1: η2 = 0.043, 
P = .002, trial 2: η2 = 0.077, P < .001, trial 3: η2 = 0.056, 
P < .001). Furthermore, we observed a significant main 

effect of medication as medicated individuals estimated 
lower probabilities overall (F = 7.138, P=.008), but none 
of the other covariates.

Fig. 2. Behavioral effects versus model predictions. (A) Behavioral effects for Research Question 1 (RQ1): Comparing behavior in 
the fish-task between healthy controls (HC) and patients with psychotic disorder (PSY). (B) Behavioral effects for Research Question 
2 (RQ2): Comparing behavior between individuals without (JTC−) and with (JTC+) jumping-to-conclusion bias (decision after ≤ 2 
fish). C Behavioral effects for Research Question 3 (RQ3): Comparing behavior between patients with low (D−) and high (D+) current 
delusions (split half  based on median of Psychotic Symptom Rating Scales (PSYRATS)36: Delusion subscale). F- and P-values indicate 
results of ANCOVAs corrected for education, medication, sex, and study. Y-axis: Participants’ estimates of the probability that the 
fisherman was fishing from lake A (see question (1) in Figure 1A). Left panels: Behavioral effects. Right panels: Model prediction of the 
winning model. Horizontal lines and squares in boxplots represent median and mean, respectively. Boxes span the 25th to 75th quartiles 
and whiskers extend from hinges to the largest and smallest value that lies within 1.5 × interquartile range. Asterisks indicate significance 
of nonparametric Kruskal–Wallis tests at: ***P < 0.001, **P < 0.01, and *P < 0.05, using Bonferroni correction, or at +P < .05 
uncorrected. Note, that Bonferroni correction is likely to be too conservative as responses were correlated across trials.
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RQ3: Group Differences between Patients with Low and 
High Current Delusions. There was no evidence for 
differences in probabilistic reasoning between patients 
with low or high current delusions (delusion-by-trial in-
teraction: F = 0.503, P = .873; figure  2C). We observed 
a trend-effect of delusions in trial 10 that did not sur-
vive Bonferroni correction (η2 = 0.017, puncorr = 0.019, 
P = .194). Among the covariates, we only found a signif-
icant main effect of education suggesting that longer ed-
ucation was associated with higher probability estimates 
overall (F = 4.016, P = .046).

Modeling Results

Bayesian Model Selection and Model Recovery.  Model 
selection strongly suggested that Model 2: Bayesian 

belief updating subject to belief instability was the most 
likely mechanism explaining behavior across all groups 
(φ = 100.00%, f = 98.94%; figure  3; see supplementary 
material for original model space by Adams et al21). The 
model recovery analysis indicated that these models were 
distinguishable.
Posterior Predictive Checks and Parameter Recovery.  To 
confirm that the winning model captured the behavioral 
effects of interest, we conducted posterior predictive 
checks. Repeating the behavioral analysis on the win-
ning model’s predictions confirmed that this model re-
capitulated the interaction effects observed in patients 
with psychotic disorders (RQ1) and individuals with JTC 
(RQ2), as well as the absence of a delusion effect (RQ3) 
in accordance with the behavioral analysis (figure 2). Our 
parameter recovery analysis indicated good recovery for 

Fig. 3. Bayesian model selection and recovery analyses. Results of random-effects Bayesian model selection.33,34 A: Protected exceedance 
probabilities. The dashed line indicates 95% exceedance probability. B: Expected model frequencies as a measure of effect size. The 
dashed line indicates chance model frequencies (ie, 1/#models = 50 % with two models). (C) Model recovery analysis. We simulated 20 
synthetic datasets based on the empirical parameter estimates. The sample size of each synthetic dataset was chosen to be equivalent to 
the empirical sample size (N = 317) and the noise level was set based on the empirically estimated decision noise νest. Each simulation 
was initialized using different random seeds (n = 20 seeds) to account for the stochasticity of the simulation. We subsequently re-inverted 
both models—the generating and the competing—on the simulated data to determine, whether we could recover the true model 
that generated the data. The gray scale indicates protected exceedance probability averaged across all random seeds. Please, see also 
supplementary material for further details on the simulation analysis. (D) Parameter recovery analysis for the winning model. Based 
on the simulation analysis described in C, we assessed how accurately the parameters generating the data (“simulated”) corresponded 
to the parameters that were estimated when re-inverting the same model on that data (“recovered”) by computing Pearson correlations 
and effect sizes using Cohen’s f 2, where an f 2 ≥ 0.35 can be considered a large effect size.43 We thus interpret f 2 ≥ 0.35 as evidence for a 
good parameter recovery. This figure displays the recovery results for one of the random seeds, but all other seeds were comparable. In all 
simulations recovery was good for all parameters (ie, Cohen’s f 2 ≥ 0.35).
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all parameters in all simulations (ie, Cohen’s f 2 > 0.35; 
figure 3D; supplementary material). Next, we tested for 
group differences in model parameters.

Parameter Group Effects

RQ1: Parameter Effects between HC and Patients with 
Psychotic Disorders.  First, we found that patients were 

characterized by significantly larger belief  instability 
κ1 compared to HC (η2 = 0.033, P = .005; figure  4A), 
which was reproduced in IQ-matched subsamples (sup-
plementary material). Increased belief  instability κ1 
likely explained the increased updating in response to 
disconfirmatory evidence that was observed behavior-
ally (figure 1C). None of the other parameters showed a 
significant effect.

Fig. 4. Parameter group effects and treatment response prediction. (A) Belief  instability κ1 across healthy controls (HC) and patients 
with psychotic disorders (PSY). (B) Belief  instability κ1 and (C) prior uncertainty σ(0)

2  across individuals without (JTC−) and with 
(JTC+) jumping-to-conclusions bias (decision after ≤ 2 fish). (D) Belief  instability κ1 across patients, who showed either no response 
(R−) or a response (R+) to Metacognitive Training defined as 20% decrease compared to baseline in the Positive and Negative Syndrome 
Scale (PANSS)38 positive factor according to factor solution by van der Gaag.39 RQ: Research question. Horizontal lines and squares 
in boxplots represent median and mean, respectively. Boxes span the 25th to 75th quartiles and whiskers extend from hinges to the 
largest and smallest value that lies within 1.5 × interquartile range. Asterisks indicate significance of nonparametric Kruskal–Wallis 
tests at: **P < .01, and *P < .05, using Bonferroni correction. (E) Classification performance of random forest trained on either the 
winning models’ parameters (Model), raw behavioral data (probability estimates and choices) and a jumping-to-conclusion bias indicator 
(Behavior), or on PANSS baseline items (Clinical) to predict treatment response. Asterisks indicate significant permutation test with 
1000 label permutations at: **P < .01, n.s.: not significant. (F) Feature importance for the random forest trained on winning models’ 
parameters. Bar size corresponds to mean and error bars to standard deviation across cross-validation folds.
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RQ2: Parameter Effects Between Individuals with and 
Without JTC. Second, individuals with JTC displayed 
significantly larger belief  instability κ1 (η2 = 0.038, 
P = .002; figure 4B), but also increased prior uncertainty 
σ
(0)
2  (η2 = 0.0208, P < .050 (P = .0499); figure 4C), which 

likely accounted for the initial increase in belief  updating 
found in individuals with JTC (figure 1C). Both effects 
remained significant, when comparing IQ-matched sub-
samples (supplementary material). None of the other 
parameters significantly differed across JTC groups.
RQ3: Parameter Effects Between Patients with Low and 
High Current Delusions. Lastly, we found no significant 
effect of current delusions on any model parameters. 
Based on an alternative definition of the delusion groups 
(supplementary material), we identified a trend-effect of 
increased decision noise ν  in patients with any current 
clinically-relevant delusions (PANSS P1: Delusions ≥ 3,  
η 2 = 0.0126, puncorr = 0.046, P = .186). To assess the re-
lationship with other symptoms, we computed Kendall 
rank correlations between all four model parameters and 
the five PANSS factors,39 or the PSYRATS36 delusion 
and hallucination subscales. We found only a trend-effect 
suggesting that increased decision noise ν  was associated 
with higher PSYRATS hallucination scores (τ=−0.114, 
puncorr = 0.016, P = .130).

Treatment Response Prediction

Increased belief  instability κ1 was significantly associ-
ated with better treatment response at the group level 
(η2 = 0.074, P = .021, figure 4D). Subsequently, we also 
investigated, whether treatment response could be pre-
dicted at the individual level.

The classifier trained on model parameters predicted 
treatment response with 64% balanced accuracy (BAC), 
which was significantly greater than chance, indicated by 
a permutation test (P = .001, figure  4E; area under the 
curve (AUC): 0.67, sensitivity (SE): 0.53, specificity (SP): 
0.76, positive predictive value (PPV): 0.60, negative pre-
dictive value (NPV): 0.71). This model’s performance was 
mainly driven by belief  instability κ1, followed by deci-
sion noise ν  (figure 4F).

To evaluate whether the modeling step was neces-
sary for this performance, we also trained a classifier 
directly on the raw behavioural data. This model could 
not predict treatment response above chance (BAC: 0.55, 
P = .127, figure 4E; AUC: 0.63, SE: 0.38, SP: 0.71, PPV: 
0.49, NPV: 0.63).

Lastly, to investigate whether treatment response could 
be equally well or even better predicted using clinical 
measures that are more readily available in clinical prac-
tice, we trained the third model on clinical baseline in-
formation. Despite differences in symptom expression at 
baseline, this model did not predict treatment response 
above chance (BAC: 0.55, P = .139, figure 4E; AUC: 0.58, 
SE: 0.41, SP: 0.68, PPV: 0.47, NPV: 0.63) suggesting that 

the model-based analysis indeed uncovered additional 
clinically-relevant information.

Discussion

We employed a computational modeling approach to 
understand belief  updating dynamics during the fish 
task and their relationship with psychotic disorder diag-
nosis (RQ1), JTC (RQ2), and current delusions (RQ3). 
Comparing two competing mechanisms, we found that 
belief updating subject to belief instability best explained 
participants’ behaviour in our study. This model was well-
recoverable and could reproduce differences in probabi-
listic reasoning associated with psychotic disorders and 
a propensity to jump to conclusions. Analyzing param-
eters of the winning model, we obtained two major re-
sults: First, we found that probabilistic reasoning in 
patients with psychotic disorders was explained by the 
model through increased belief  instability. Second, our 
results suggest that belief  instability differentiated pa-
tients who responded from those who did not respond to 
a Metacognitive Training intervention, both at the group 
level and the individual level.

Learning Mechanisms Underlying Psychotic Disorders 
and Jumping-to-conclusions

Despite analyzing a different task in a more heteroge-
neous patient population, we replicated previous find-
ings by Adams et  al,21 which suggested that abnormal 
belief  updating in patients with schizophrenia per-
forming the beads task may be explained by increased 
belief  instability κ1. Our results also offer a possible 
explanation for JTC as a general cognitive trait across 
HC and patients as we found an increase in prior un-
certainty associated with JTC that explained this effect. 
Importantly, both associations held in a subsample, 
which was matched for IQ (supplementary material) 
and were not accounted for by differences in educa-
tion, or medication. Additionally, we found a significant 
increase in belief  instability in participants with JTC, 
which remains challenging to interpret. Based on simu-
lations (figure  1C), the most likely explanation is that 
this increase in belief  instability explained differences in 
belief  updating when participants were faced with dis-
confirmatory evidence (fish 9) that the behavioural anal-
ysis did not identify due to a lack of  power. However, we 
cannot rule out that κ1 also partially explained increased 
initial updating for those participants, where the param-
eter assumed very low values.

Related Modeling Work

Although we replicated Adams and colleagues’ findings21 
of a relative increase in belief  instability in patients with 
psychotic disorders, we note that absolute belief  insta-
bility in our sample was smaller. Furthermore, unlike 
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others,21,44 we only found trend-effects linking increased 
decision noise with symptom severity, although feature 
importance measures indicated that decision noise was 
relevant for treatment response prediction. This diver-
gence may be explained by differences between clinical 
populations (schizophrenia vs psychotic disorders) or dif-
ferent tasks that were used (beads vs fish task), and pos-
sibly ensuing differences in task comprehension.

In contrast to other results,5–7 Baker et al45 found that 
delusion severity correlated with more conservative 
behaviour, primarily, in a condition with high uncer-
tainty (60:40 beads ratio), which their model explained 
through increased reliance on priors. Intuitively, this 
agrees with belief  rigidity—by definition a hallmark of 
delusions. The authors used a performance-contingent 
monetized beads task with endowment. The impact of 
performance-contingent versus flat payments (as in our 
case) is not entirely clear. Some authors argued that the 
payment mode may affect cognitive strategies employed, 
for example by setting new goals or spending cognitive 
resources on strategy development.46,47 Furthermore, it is 
possible that endowments led to more loss-averse (con-
servative) instead of risk-seeking (liberal) behaviour. Due 
to differences in environmental uncertainty and payment 
structure, a direct comparison is difficult. However, our 
model appears to capture a mechanism underlying psy-
chotic disorders in general and not specifically related to 
current delusions.

Other computational approaches were employed to 
characterize belief  updating in schizophrenia.48,49 Using a 
task related to ours, but without any sequential updating, 
Jardri et al49 suggested that schizophrenia is likely char-
acterized by an overcounting of sensory information. 
Increased prior uncertainty has a comparable effect in 
early trials, because it increases the magnitude of belief  
updates, leading to stronger weighing of sensory informa-
tion early on (figure 1C). However, we found that belief  
instability, rather than prior uncertainty, differentiated 
patients with psychotic disorders from HC. Increasing 
belief  instability primarily results in exaggerated belief  
updates, when faced with disconfirmatory evidence spe-
cifically, not an overcounting of any evidence.

Can Belief Instability be Leveraged to Predict 
Treatment Response?

At the group level, we found that belief  instability signifi-
cantly differed in patients who responded to an interven-
tion targeting cognitive biases. Intriguingly, greater belief  
instability (ie, more extreme pathology) related to better 
treatment response. One speculative explanation for this 
is that increased belief  instability may indicate a vulner-
able cognitive system, which places individuals at higher 
risk of being susceptible to delusional ideas,19 but also 
more amenable to a therapy designed to make cognition 
more robust.

Subsequent analyses suggested that model parameters 
also predicted individual treatment response with 64% ac-
curacy. Bearing in mind that treatment response predic-
tion constitutes one of the most challenging problems in 
psychiatry and that Metacognitive Training was merely 
an add-on treatment in patients already treated with anti-
psychotics, we believe this to be an encouraging result. 
Given previous evidence,50 it is interesting to note that 
neither JTC nor clinical baseline measures predicted in-
dividual treatment response above chance. This finding 
may suggest that the model-derived computational fin-
gerprint contains additional clinically-relevant informa-
tion about inference mechanisms. This prognostic model 
may be a valuable screening instrument for clinical trials, 
or help reduce the therapy load on patients with moti-
vational deficits. However, the accuracy based on model 
parameters alone is likely not sufficient to justify clinical 
implementation. Nonetheless, this model can provide 
a valuable component of a sequential prognostic test 
battery, together with other clinical or neurophysiolog-
ical predictors, as proposed previously for transition-to-
psychosis51 or negative symptom prediction.52

To summarize, two notable benefits of this approach 
are (1) the interpretability of the predictors and (2) the 
simplicity of the assessment, since the model relies on 
very little data per participant. Task and model fitting 
can be performed fast rendering it attractive for clinical 
applications, but the results still need to be replicated in 
different research sites.

A striking aspect of our results is that despite evident 
relationships between psychotic disorders and both be-
havioral and computational measures—and the potential 
for computational parameters to predict treatment out-
come—we did not find any relationship between these 
measures and current delusions, even though these tasks 
were designed to assess reasoning biases thought to con-
tribute to delusions themselves. Our findings add to a 
growing literature including meta-analyses,53 large case-
control,54 and population-based studies55 that find weak 
or absent correlations between delusion and beads task 
measures.

Limitations

Certain limitations merit attention: First, we only mod-
eled ten trials per subject. While this increases clinical 
applicability, obtaining precise parameter estimates from 
such sparse data is challenging. Surprisingly, we could 
still recover parameters and were able to pinpoint com-
putational mechanisms. Second, although we carefully 
controlled several confounders (education, medication, 
premorbid IQ), other confounders cannot be ruled out 
(eg, socioeconomic status). More fine-grained measures 
of socioeconomic status should be included in future 
studies.45 Thirdly, participants were not incentivized to re-
spond quickly. Fast decisions could reflect patients’ desire 
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to end the experiment soon. However, participants were 
required to complete all trials rendering this unlikely. 
Furthermore, it is unclear, how monetization affects the 
cognitive processes involved. Fourth, even though we de-
fined treatment response as change scores and despite our 
finding that baseline symptoms did not predict treatment 
response above chance, we cannot exclude influence of 
regression-to-the-mean effects on the treatment response 
prediction analysis presently. Lastly, without a clinical 
control group, we could not assess the specificity of in-
creased belief  instability, which is an important avenue 
for future research.

Future Directions

Future studies are required to examine the physio-
logical basis of belief  instability. A  candidate mech-
anism is N-methyl-d-aspartate receptor (NMDAR) 
hypofunction56,57 as a recent pharmacological study sug-
gests that NMDAR functioning is linked to probabilistic 
reasoning during the beads task.58 If  this relationship can 
be confirmed, treatment response prediction to pharma-
cological interventions targeting glutamate metabolism 
(eg, d-serine or glycine), may be a promising avenue of 
research. Furthermore, future research is required to as-
sess, whether model parameters allow stratifying patients 
for clinical trials using Metacognitive Training or similar 
interventions. Lastly, this model-based approach can also 
inform the design of new interventions that target belief  
instability specifically to assess whether such interven-
tions can improve patients’ well-being.

Conclusions

In conclusion, our results suggest that increased belief  in-
stability may be a key computational mechanism under-
lying probabilistic reasoning in patients with psychotic 
disorders. Furthermore, we provide a proof-of-concept 
that this computational parameter can potentially be lev-
eraged to predict clinically-relevant outcomes.

Supplementary Material

Supplementary material is available at https://academic.
oup.com/schizophreniabulletin/.
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