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 A B S T R A C T

Dermoscopic images are essential for diagnosing various skin diseases, as they enable physicians to observe 
subepidermal structures, dermal papillae, and deeper tissues otherwise invisible to the naked eye. However, 
segmenting lesions in these images is challenging due to their irregular boundaries and significant variability 
in lesion characteristics. To address these challenges, we propose a effective and morphology-aware network 
that utilizes a hybrid feature extractor combining CNN and ViT architectures. At the same time, we enhanced 
the proposed segmentation model. Specifically, we propose a boundary delineation component that uses a non-
convex optimization function for learning general representations and accurately delineates lesion boundaries, 
thus enhancing the extraction of details. Additionally, we also introduce an adaptive segmentation strategy 
through the integration of the few-shot domain generalization module to improve the model’s generalization 
across different datasets. Validation on multiple publicly available dermoscopic image datasets, including 
ISIC, PH2, PAD-UFES-20, and the University of Waterloo skin cancer database, demonstrates that our method 
achieves state-of-the-art performance with significant improvements in Dice, Acc, Pre, IoU, and Re. These 
results confirm the robustness and adaptability of our model. The code is available at: https://github.com/Bean-
Young/EM-Net.
1. Introduction

Skin cancer is one of the most common and life-threatening cancers, 
with its incidence rising due to factors like greenhouse gas emissions 
and ozone layer depletion. This alarming trend underscores the crit-
ical importance of early detection, which studies show can reduce 
mortality rates by up to 97% (Crosby et al., 2022; Sethanan et al., 
2023). Dermoscopy images play a vital role in early diagnosis and 
treatment. However, traditional analysis of these images relies heavily 
on clinicians’ manual judgment, which is time-consuming, expertise-
dependent, and prone to subjective biases. Advances in digital image 
processing, particularly in medical image segmentation, offer promising 
solutions (Dong et al., 2024; He, Wang et al., 2023).
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1 Equal Contribution.

Skin lesion segmentation methods can be broadly classified into 
four categories: (1) edge detection (Rajab et al., 2004), (2) threshold 
segmentation (Yogarajah et al., 2010), (3) active contour models (Riaz 
et al., 2018), and (4) deep learning-based approaches (Sikkandar et al., 
2021). Edge detection and threshold segmentation utilize grayscale 
variations to delineate lesion boundaries. While computationally ef-
ficient, these methods struggle with low-contrast images and noise, 
making them less effective for lesions with blurred boundaries or 
subtle grayscale differences. Active contour models iteratively adjust 
contour points by balancing smoothness and edge attraction forces. 
Despite their improved precision, these methods depend heavily on 
initial contour settings and involve high computational complexity,as 
illustrated in Fig.  2.
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Fig. 1. Illustration of MM capturing morphological features in skin lesion images. The 
top and bottom images show the position of the red and green boxes, respectively. The 
P_GT represents the ground truth of this Patch.

Deep learning-based methods have emerged as a robust alterna-
tive, leveraging advanced algorithms and parallel computing to deliver 
superior accuracy and reliability. The U-Net architecture, introduced 
by Ronneberger et al. (2015), is a benchmark in medical image segmen-
tation. By integrating low- and high-resolution image features through 
skip connections, U-Net achieves exceptional performance. However, 
its reliance on convolutional operations limits its ability to capture 
global and long-range semantic information (Xu et al., 2023). Address-
ing this limitation, Transformer architectures (Vaswani et al., 2017) 
offer new possibilities for enhancing segmentation accuracy.

The Vision Transformer (ViT), developed by Dosovitskiy et al. 
(2020), leverages self-attention mechanisms to capture long-range de-
pendencies, making it highly effective for skin lesion segmentation. 
Hybrid models like TransUNet (Chen et al., 2021), which combine 
ViT with convolutional networks, have shown significant promise. 
Research by Gulzar and Khan (2022) demonstrates that TransUNet 
outperforms purely convolutional models in segmenting skin lesions. 
However, challenges such as low contrast, irregular lesion boundaries, 
and hair occlusions persist. ViT’s patch-based processing and lack of 
local inductive bias limit its ability to preserve fine-grained texture 
details, reducing its effectiveness for pixel-level segmentation.

Two critical challenges in deep learning-based segmentation are 
insufficient capture of local texture details and discrepancies in data 
distribution between source and target domains. Mathematical mor-
phology methods (Verbin & Zickler, 2021) have been explored to 
address the first challenge, offering pixel-level precision in extracting 
shape, texture, and color features. Chatterjee et al. (2015) success-
fully integrated these methods for melanoma recognition. However, 
their standalone application to complex segmentation tasks is limited, 
necessitating integration with deep learning models.

The second challenge arises from the assumption that training 
(source) and testing (target) datasets share similar distributions. Varia-
tions in imaging technologies, equipment, and skin lesion characteris-
tics often invalidate this assumption, adversely affecting model perfor-
mance on cross-domain data. Domain adaptation techniques (Guan & 
Liu, 2021) have gained attention for addressing this issue. Adversarial 
domain adaptation methods (Scannell et al., 2021), in particular, 
have proven effective in handling minimal annotations across diverse 
data sources. However, significant domain shifts due to equipment 
differences, diverse data sources, and rare lesion samples pose ongoing 
challenges.

To address these limitations, this paper introduces a novel deep 
learning-based method for skin lesion segmentation. Our approach 
tackles the challenges of local texture capture and domain distribution 
discrepancies through advanced techniques, including adversarial do-
main generalization. This work aims to achieve robust and generalized 
segmentation of skin lesions, overcoming existing barriers to accuracy 
and reliability in clinical applications.

The main contributions of this paper are as follows:

• We have developed a contour information capturer named
Morphology-aware Module (MM) that is highly sensitive to the 
morphological properties of dermoscopy images. This module 
2 
Fig. 2. The insufficient precision of segmentation results in skin lesion analysis, caused 
by (a) blurry boundaries, (b) variable lesion sizes, (c) shadow interference in imaging, 
(d) noise interference, (e) indistinct features, (f) feature variability, (g) unusual lesion 
locations, and (h) hair coverage, constitutes the main challenge in the task of skin 
lesion segmentation.

uses non-convex optimization to effectively detect image features 
like edges and corners, as illustrated in Fig.  1.

• Our model introduces an adaptive segmentation strategy through 
the integration of the Few-shot Domain Generalization (FDG) 
module. Through the adversarial iterative optimization strategy, 
the module is able to fit different data distributions with minimal 
target domain data, thereby enhancing its generalization across 
diverse domains.

• Our model leverages a hybrid encoder–decoder architecture that 
integrates CNNs with Vision Transformers. In the feature encod-
ing stage, CNNs are utilized to extract feature maps from input 
images. These feature maps are then refined using a Transformer 
module, effectively reducing noise. The decoding phase employs 
a cascading up-sampling module that progressively restores de-
tailed features, thereby achieving precise lesion segmentation.

• We provide a set of segmentation masks derived from the PAD-
UFES-20 dataset, which includes 30 dermatological images cap-
tured via cellphone, each exhibiting unique characteristics. These 
images, segmented under the supervision of dermatologists, are 
made available on our Github.

The structure of the paper is as follows: Section 2 reviews existing 
deep learning approaches for skin lesion segmentation. Section 3 details 
the architecture and methodology of the proposed network. Section 4 
describes the experimental setup and results. Section 5 provides an 
in-depth discussion of the findings. Finally, Section 6 summarizes the 
study and its key contributions.

2. Related work

This section reviews deep learning models for skin lesion segmen-
tation, categorizing them into two primary groups: methods based on 
convolutional neural networks (CNNs) and vision transformers (ViTs), 
and approaches leveraging image morphology information. Addition-
ally, we explore the role of domain adaptation strategies in improving 
segmentation accuracy, providing a comprehensive overview of current 
techniques, their potential, and the challenges they face in this domain.

2.1. Skin lesion segmentation method based on CNN and vision transformer

Deep learning methods utilizing CNNs have significantly advanced 
skin lesion segmentation. However, these CNN-based methods often 
struggle to capture global features, leading to inaccuracies in segmen-
tation boundaries.

To address this limitation, transformer-based architectures have 
been introduced due to their ability to model long-range dependencies. 
Vision Transformer (ViT) (Dosovitskiy et al., 2020) demonstrated an 
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effective balance between speed and accuracy for image classification 
but exhibited limitations in dense visual tasks. However, transformer-
based models often lack the ability to capture local information, leading 
to a loss of detail in extracting skin lesion textures.

Recent advances have sought to combine the strengths of CNNs 
and transformers. EAAC-Net (Fan et al., 2024) employs an adaptive 
attention mechanism and convolutional fusion to improve local and 
global feature extraction. IEA-Net (Peng & Fan, 2024) integrates a 
dual attention mechanism to better handle complex scenarios. Rema-
Net (Yang et al., 2023), a multi-attention CNN, reduces parameters by 
40% compared to U-Net while maintaining high segmentation accuracy 
through streamlined spatial and reverse attention mechanisms. Despite 
these hybrid approaches, challenges such as low contrast, irregular 
lesion shapes, and occlusions like hair continue to hinder pixel-level 
precision. Our proposed hybrid structure aims to address these issues 
by leveraging the complementary strengths of CNNs and ViTs.

2.2. Skin lesion segmentation method based on image morphology informa-
tion

Fuzzy boundaries and irregular lesion contours present significant 
challenges in dermatological image segmentation. Recent studies (Tong 
et al., 2021; Wang et al., 2021; Wu et al., 2020) have enhanced seg-
mentation accuracy by focusing on boundary attention and correction 
techniques. ADFFNet (He, Li et al., 2023) introduces a Boundary Refine-
ment (BR) module that uses global attention to merge semantic and de-
tail features, achieving pixel-level segmentation. DGCU-Net (Ramadan 
& Aly, 2022) integrates gradient information to improve boundary 
and texture accuracy. XBound-Former (Wang et al., 2023) addresses 
regional variations and boundaries using a cross-scale, boundary-aware 
mechanism.

To overcome the limitations of traditional boundary attention, re-
searchers have turned to mathematical modeling. Verbin and Zick-
ler (2021) applied non-convex optimization for image analysis, while
Polansky et al. (2024) refined this approach to address weak boundary 
detection and limited training data effectively. Inspired by these efforts, 
we incorporated non-convex optimization techniques into our model to 
improve segmentation accuracy under challenging conditions, such as 
low contrast, irregular boundaries, and hair occlusions.

2.3. Skin lesion segmentation method based on domain adaptation and 
generalization

Medical image segmentation faces significant challenges due to 
domain shifts caused by variations in imaging devices, lighting, and 
patient demographics (Tzeng et al., 2015). While deep learning models 
perform well on specific datasets, their performance often deteriorates 
in new domains. Domain adaptation methods have been developed 
to address this issue. For instance, domain-adversarial learning has 
been used to train domain-invariant U-Net models for robust car-
diac structure segmentation across different MRI scanners. Li et al. 
(2021) proposed a framework based on generative adversarial networks 
(GANs) to enhance pixel-level tasks, demonstrating strong performance 
in both in-domain and out-of-domain segmentation tasks.

Domain generalization methods have recently gained traction in 
skin lesion segmentation. EPVT (Yan et al., 2023) integrates domain-
specific and shared prompts within a vision transformer to improve 
performance across diverse environments. Wang et al. (2022) intro-
duced a cross-domain few-shot segmentation framework to address rare 
disease segmentation using limited data. By leveraging meta-training, 
this framework improves generalization from common to rare skin 
diseases.

Despite these advancements, significant domain shifts in skin lesion 
images, caused by lighting variations, skin color differences, and device 
inconsistencies, continue to challenge model robustness. Enhancing do-
main generalization techniques to address these unique characteristics 
could significantly improve segmentation performance and reliability.
3 
3. Method

3.1. Overview

This section presents a novel model for skin lesion segmentation, 
as illustrated in Fig.  3. The segmentation process for dermoscopic 
images of lesion tissues is organized into three stages: feature encoding 
and decoding, morphology-aware refinement, and few-shot domain 
generalization.

In the encoding phase, the model employs a parallel CNN-
Transformer hybrid encoder. The CNN extracts shallow image features, 
which are then processed by the Transformer to capture global features 
using a self-attention mechanism. During decoding, a cascaded up-
sampler is used to recover the segmentation mask of the lesion region. 
This up-sampler comprises multiple modules that progressively refine 
and reconstruct the lesion’s contours and boundaries.

To enhance the accuracy of morphological contour detection and 
ensure precise segmentation, the model incorporates non-convex op-
timization techniques. These include image contour node extraction, 
color normalization, and node field constraints, all of which improve 
the decoder’s ability to interpret pixel-level information within the 
lesion region.

Additionally, the model integrates a domain generalization learn-
ing framework to address variability across different datasets. This 
framework enhances the model’s capability to adapt to new domains, 
thereby improving its robustness and generalization in cross-domain 
segmentation tasks.

Further details on the network’s architecture, the morphology-
aware module, and the few-shot domain generalization module are 
provided in Subsections B, C, and D, respectively.

3.2. Main module in the network

3.2.1. Parallel CNN-transformer hybrid encoder
Although the combination of a visual Transformer with a plain 

upsampling module has enhanced image segmentation performance, it 
fails to meet the accuracy requirements for skin lesion segmentation 
in clinical practice. This occurs because the resolution 𝐻

𝑃 × 𝑊
𝑃  is 

significantly smaller than the original 𝐻 × 𝑊 , resulting in the loss 
of crucial texture details such as skin lesion shapes and boundaries. 
To address this loss of detail, this study proposes a parallel CNN-
Transformer hybrid architecture as an encoder, designed to enhance the 
extraction of skin lesion features. This architecture effectively recov-
ers and refines complex features through a parallel CNN-Transformer 
structure, leveraging high-resolution feature maps from CNNs in the 
decoding stage to enhance the upsampling process. Furthermore, the 
hybrid encoder melds the CNN’s ability to capture local details with the 
Transformer’s proficiency in processing global information, yielding su-
perior performance over either a standalone CNN or a sole Transformer 
encoder.

In the encoding stage, the dual parallel CNN serves as a feature 
extractor, generating the feature mapping of the input image, with the 
captured shallow local features being reshaped and fed into the ViT. 
Consequently, in the Patch embedding stage of the ViT, the extracted 
1 × 1 Patch from the CNN feature mapping is embedded instead of the 
original image. Meanwhile, the constructed bridge connection module 
integrates the features extracted from the main path-branch CNNs 
and links them to the upsampler of the corresponding layer through 
double-attention jump connections.

3.2.2. Bridge fusion modules
In the feature fusion stage, three types of bridge connection modules 
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Fig. 3. Figure (a) represents the Morphology-aware Module, Figure (b) represents the Global Attention Module, Figure (c) represents the Bridge Fusion Module, and Figure (d) 
is the main framework of our net. The proposed net comprises two paths. Initially, the input image is processed by the Morphology-aware Module to generate the boundary 
information image. Both are then inputted into the parallel encoder, which produces shallow semantic features. Subsequently, the original image undergoes further processing in 
the Global Attention Module, enhancing the extraction of high-level semantic information. The net integrates these semantic layers by cascading the Up-sampling module with 
jump connections from the shallow semantics to generate predictive image features. These features are then inputted into the Few-shot Domain Generalization Module, which 
employs domain feature extractor iterative learning. Finally, the activation function is applied to these predictive features to produce the final segmentation mask.
are integrated: the Weight Multiplication Layer Module, the Three-
channel Bridge Fusion Module, and the Two-channel Bridge Fusion 
Module.

The Weight Multiplication Layer Module activates image features in 
the first layer using the formula: 

𝐹 = (𝐹m × 𝐹b) ×𝑤 + 𝑏, (1)

where 𝐹m and 𝐹b represent original and obtained through the MM 
module feature vectors, respectively; 𝑤 is the weight parameter; and 
𝑏 is the bias. This layer enhances lesion detection by emphasizing 
critical features and suppressing noise, thereby improving the model’s 
performance and generalization capabilities.

The structural details of the Bridge Fusion Module are shown in 
Fig.  3(c). Unlike the Three-channel Bridge Fusion Module, the Two-
channel Bridge Fusion Module does not have Branch b. Bridge Fusion 
Module integrates shift window self-attention from the Transformer 
with capabilities from boundary detail extraction. Together with the 
Channel Attention and Spatial Attention modules, it enhances semantic 
and local feature representations. This fusion process, aimed at captur-
ing both global and local information efficiently, the outputs from the 
channel, spatial, and boundary fusion processes, combined to form the 
integrated feature.

3.2.3. Cascaded upsampler and skip-connection module
In the upsampling phase of dermoscopic image analysis, a cascade 

up-sampler (CUP) is employed to sequentially restore image features 
and generate precise segmentation masks. Initially, the feature se-
quence 𝐳𝐿 ∈ R

𝐻𝑊
𝑃2

×𝐷, derived from downsampling, is reshaped to 
𝐻
𝑃 × 𝑊

𝑃 ×𝐷. The CUP utilizes multiple cascading upsampling modules, 
each containing a bilinear difference operator, a 3 × 3 convolutional 
layer, and a ReLU layer. The integration of cascaded upsamplers with 
a hybrid encoder forms a U-shaped architecture, which enhances fea-
ture integration across various resolutions via jump connections and 
facilitates feature fusion. The comprehensive architecture of the CUP, 
including the intermediate jump connections, is illustrated in Fig.  3. 
Additionally, a Bridge Fusion Module is introduced between the en-
coder and decoder to address the imprecision in segmentation results 
due to the lack of shallow high-frequency details. This module preserves 
high-resolution information from high-level feature maps, enabling 
more accurate restoration of the original image’s detailed features and 
improving the segmentation accuracy of dermoscopic images.
4 
3.3. Morphology-aware module

3.3.1. Description of the field of junctions
The complex combination of texture and detail information in der-

moscopic images makes it impossible to simply define the boundary 
information in the images. In order to be able to recognize mul-
tiple boundary elements in dermatological images, we also utilize 
the ‘‘generalized M-junction’’ structure (i.e., consisting of M corners 
and one movable vertex) to describe the intersection field, and to 
achieve a unified characterization of the contours, corners, junctions, 
and homogeneous regions of the dermoscopic images.

Image Patch Extraction: To address the variability in imaging 
quality of dermoscopic images arising from different devices and meth-
ods, all images are reshaped to a uniform size of 1024 × 1024. Each 
dermoscopic image I, uniformly resized to 1024 × 1024, is segmented 
into 64 × 64 patches, collectively denoted as 64 = {𝐼𝑖(𝐱)}256𝑖=1. Conse-
quently, each dermatological image is defined as a collection of 256 
low-quality image blocks.

Parameterized Boundary Model: The boundary structure of each 
64 × 64 image block is characterized by a continuous family of patch 
types, 64 = {𝐮𝜃(𝐱)}, which are parameterized with 𝜃. Unlike natural 
images, dermoscopic images often feature multiple intersecting bound-
aries and lines, necessitating the use of additional angular wedges 
to capture details and boundary information more accurately. The 
diversity of boundaries and structures in dermoscopic images mandates 
higher M values to ensure comprehensive description of all pertinent 
boundaries. Consequently, for 𝑅, the decagonal intersection model is 
employed, comprising 10 angular wedges around a vertex. The param-
eter set 𝜽 =

(

𝜙, 𝑥(0)
)

∈ R12 includes 10 corners 𝝓 =
(

𝜙(1),… , 𝜙(10)) and 
the vertex position 𝐱(0) = (

𝑥(0), 𝑦(0)
)

.

3.3.2. Non-convex optimization boundary extraction
In the task of skin lesion image segmentation, recognizing the 

blurred lesion regions and accurately extracting boundaries pose signif-
icant challenges. To enhance segmentation accuracy and delineate the 
fuzzy lesion regions precisely, a non-convex optimization-based image 
boundary extraction method is introduced, building upon the prior 
definition.

Definition of Boundary Optimization Function: We optimize the 
posterior probability by integrating a probabilistic model that combines 
prior image information with observed data. This model merges global 
and local image details. The analytical process of interpreting the image 
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data onto the nodal field is formulated as solving an optimization 
problem: 

max
𝛩,

log 𝑝(𝛩) + log 𝑝(𝐂) +
𝑁
∑

𝑖=1
log 𝑝(𝐼𝑖|𝜽𝑖, 𝐜𝑖), (2)

where p(𝛩) and p(C) represent the spatial consistency terms for the knot 
parameters 𝛩 = (𝜽1,… ,𝜽𝑁 ) and the color function C = (𝐜1,… , 𝐜𝑁 ), 
respectively, and 𝑝(𝐼𝑖|𝜃𝑖, 𝐜𝑖) denotes the likelihood function of the patch 
𝐼𝑖 given the knot parameters and the color function 𝐜𝑖 =

(

𝑐(1)𝑖 ,… , 𝑐(𝑀)
𝑖

)

. 
By constructing an optimized objective function as a weighted sum, 
we achieve the goal of minimizing the discrepancy between the re-
constructed image and the original, while ensuring uniformity across 
individual image patches. Consequently, the analysis of the image’s 
nodal field is transformed into solving a minimization problem: 

min
𝛩,C

𝑁
∑

𝑖=1

𝑀
∑

𝑗=1
∫ 𝑢(𝑗)𝜽𝑖

(𝐱) ‖‖
‖

𝑐(𝑗)𝑖 − 𝐼𝑖(𝐱)
‖

‖

‖

2
𝑑𝐱

+ 𝜆𝐵
𝑁
∑

𝑖=1
∫

[

𝐵(𝛿)
𝑖 (𝐱) − �̂�(𝛿)

𝑖 (𝐱)
]2

𝑑𝐱

+ 𝜆𝐶
𝑁
∑

𝑖=1

𝑀
∑

𝑖=1
∫ 𝑢(𝑗)𝜽𝑖

(𝐱) ‖‖
‖

𝑐(𝑗)𝑖 − 𝐼𝑖(𝐱)
‖

‖

‖

2
𝑑𝐱,

(3)

where 𝐼𝑖(𝐱) denotes the 𝑖th patch of the global color map. 𝜆𝐵 and 
𝜆𝐶 are parameters controlling the strength of the boundary and color 
consistency. The 𝐵𝑖(x) denotes the boundary mapping at the 𝑖th patch, 
returning 1 if 𝑥 qualifies as a boundary position according to 𝜃i, and 0 
otherwise. Additionally, �̂�(x) = max𝑖∈{1,…,𝑁} 𝐵𝑖(x), 𝐵𝑖(x) represents the 
global boundary mapping as defined by the node field. The 𝐵(𝛿)

𝑖 (𝐱) is a 
smooth boundary mapping characterized by a falloff width of 𝛿 from 
the exact boundary position. The relaxed global boundary mapping 
�̂�(𝛿)
𝑖 (𝐱) is computed by averaging the smooth local boundary mappings 

for each position 𝐱 across all patches that contain it.
Boundary Information Extraction: By alternatingly solving Prob-

lem (3), the node parameters and colors (𝛩,C) are updated, assuming 
the global mapping (�̂�(𝛿), 𝐼

) is fixed, and subsequently, the global 
mapping is updated with the expression: 

𝑐(𝑗)𝑖 =
∫ 𝑢(𝑗)𝜽𝑖

(𝐱)
[

𝐼𝑖(𝐱) + 𝜆𝐶𝐼𝑖(𝐱)
]

𝑑𝐱

(1 + 𝜆𝐶 ) ∫ 𝑢(𝑗)𝜽𝑖
(𝐱)𝑑𝐱

. (4)

Our boundary consistency formula, which ensures alignment be-
tween each patch and its overlapping neighbors, suppresses false
boundaries by reducing the boundary strength 𝐵(𝛿)

𝑖 (𝐱) for pixels 𝑥
assigned low scores by their neighbors (as quantified by �̂�(𝛿)

𝑖 (𝐱)), and 
enhances the boundary strength on pixels assigned high scores. Addi-
tionally, a smooth consistency strategy is employed such that contours 
with non-zero curvature are effectively approximated by localized sets 
of corners with slightly different vertices. The resulting dermoscopic 
image boundary information effectively characterizes the indicated 
texture structure and complex biology of the dermatosis and enhances 
the model’s ability to localize more efficiently to the lesion boundary 
region. Thus far, the rendering obtained by our MM module is shown 
in Fig.  1.

3.3.3. Fusing image grayscaling information
Given that dermoscopic images feature complex color and interfer-

ence information that distinguishes them from other medical images, it 
remains challenging to accurately distinguish and localize lesion areas 
and interference solely from boundary information. Consequently, we 
have integrated the visual characteristics of the human eye with dermo-
scopic imaging features, and incorporated gray scale information from 
dermoscopic images into the obtained boundary images at a specific 
ratio.

Overall, the procedure through which the Morphology-aware Mod-
ule captures the texture details of skin lesions is outlined in Algorithm 
1.
5 
Algorithm 1 The Pseudo-code for the MM-Module
Input: Original image 𝐼 and parameters (𝑀,𝐽, 𝑃 ,…)
Output: Generated image 𝐼𝑚

1: Define various parameters: 𝜙(𝑗),𝑀, 𝑥, 𝑦,𝑁init
2: Image preprocessing: 𝐼 ′ ← enhance(𝐼)
3: Segment the image into patches: {𝐼𝑖(𝐱)}256𝑖=1 ← 𝐼 ′

4: Define 𝜃 and 𝐜𝑖: 𝜃 ←
(

𝜙(1),… , 𝜙(10), 𝑥(0), 𝑦(0)
)

 𝐜𝑖 ←
(

𝑐(1)𝑖 ,… , 𝑐(𝑀)
𝑖

)

5: for 𝑗 = 1 to 𝑁 do
6:  Optimization of angles: 𝜙(𝑗) ← argmin

𝜙
𝓁𝑗 (𝜙)

7:  Optimization of vertex: 𝑥(0) ← argmin
𝑥

𝓁(𝝓, 𝑥, 𝑦(0))

 𝑦(0) ← argmin
𝑦

𝓁(𝝓, 𝑥(0), 𝑦)

8: Splice patches to form an image: 𝐼 ← {𝐼𝑖(𝐱)}256𝑖=1
9: Form the final image 𝐼𝑚 ← 𝐼 + 𝐼 ⋅𝑤

3.4. Few-shot domain generalization module

In publicly available skin lesion image datasets, there are notable 
differences in characteristics between images of skin lesions from dif-
ferent diseases. In the absence of specialized imaging equipment, such 
as dermatoscopes, the low-quality images obtained exhibit noticeable 
domain bias, which may impair the effectiveness of existing skin lesion 
segmentation networks. This paper introduces a cross-domain general-
ization strategy for skin lesion image segmentation, utilizing a minimal 
number of samples. The strategy aims to train a model on a specific 
dermatoscope image dataset (source domain) to accurately segment 
images across multiple target domains that have varying feature dis-
tributions. The proposed training approach involves joint training with 
source domain data and a minimal amount of target domain data, 
followed by testing across multiple target domains. The module sketch 
is shown in Fig.  4.

The input to the module is processed by the EM-Net, which is mainly 
divided into two stages: capturing initial high-level semantic features 
through downsampling and then generating predicted image features 
through upsampling. These are the inputs to the feature extractor. 
The feature extractor obtains high-level features through convolutional 
layers and a self-attention module, with a domain discriminator that 
distinguishes the source domain from the target domain by identifying 
differences between domains.

Specifically, after the features of the two inputs undergo convolu-
tion operations, the high-level semantic features are processed through 
a self-attention mechanism and residual connection structure to capture 
global context and enhance feature representation, thereby improving 
the module’s performance. The resulting high-level features are then 
fed into the domain discriminator, which determines whether they 
belong to the source domain or target domain based on domain labels, 
resulting in different processing pathways.

For source domain data, the discriminator categorizes the features 
into seven different classes, which are quantified for numerical analysis 
and used for optimizing the segmentation network. Therefore, we can 
define w to represent the specificity of samples within the source 
domain. The specific loss backpropagation formula is as follows: 

𝜃𝑆 ← 𝜃𝑆 − 𝜆𝑆
𝜕𝑆
𝜕𝜃𝑆

, (5)

𝜃𝑆 ← 𝜃𝑆 + 𝛼𝜆𝑆𝑓 (𝜔), (6)

𝑓 (𝜔) = 𝛼(1 − 𝜔), (7)

where 𝜃𝑆 , 𝜆𝑆 , and 𝑆 denote the parameters of the feature maps, the 
segmentation network weights, and the loss function, respectively; 𝛼 is 
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Fig. 4. Few-shot Domain Generalization module: The input to this module consists of source domain data and a minimal amount of data from various target domains. With high-level 
semantic features and segmentation prediction features obtained through EM-Net, the module outputs domain classification and distribution information acquired through a series 
of encoders. By assessing the distributional differences between the source and target domains, the resulting loss is backpropagated to the segmentation net.
a constant between 0 and 1, representing the updated network weights 
each cycle.

On the other hand, for the minimal amount of target domain data, 
which is extremely valuable, we use the target domain data to directly 
optimize the segmentation net. By calculating the distribution differ-
ences between the target domain data and the source domain data, we 
can obtain 𝐷𝑖 to represent the distribution status among the various 
domains. The specific formula is as follows: 

𝐷𝑖(𝑆, 𝑇𝑖) = ‖𝑆 − 𝑇𝑖‖𝐹 =
√

tr((𝑆 − 𝑇𝑖)⊤(𝑆 − 𝑇𝑖)), (8)

where ‖ ⋅‖𝐹  denotes the Frobenius norm, 𝑆 and 𝑇𝑖 represent the typical 
distributions of skin lesion images in the source domain and the 𝑖th 
target domain, respectively.

To ensure that the model can effectively generalize across different 
target domains while preventing overfitting when handling few-shot 
tasks, we propose a subspace freezing strategy for few-shot domain 
generalization. When faced with a new domain’s few-shot task, the 
feature extractor is frozen, meaning that the parameters related to the 
feature extractor are not updated. The feature space extracted by the 
feature extractor is learned from a broader domain dataset and has 
good generalization ability, thus further adjustment is unnecessary in 
few-shot tasks.

We choose to optimize only the projection subspace 𝑃𝑘 specific to 
the domain and the corresponding domain classifier. Specifically, for 
each new task 𝑇𝑖, an appropriate subspace 𝑃𝑘 needs to be found on the 
source domain which illustrate the support set 𝑆, in order to mitigate 
the risk of overfitting. This subspace is optimized by constraining the 
distance to the central subspace 𝑃𝐶 and by including a regularization 
term in the objective function. This approach ensures that the subspace 
can adapt to the features of the new task while avoiding overfitting to 
the limited training data.

To this end, a specific optimization objective function is introduced 
in the paper: 
min
𝐏𝑘 ,𝐃𝑖

𝑆 (𝐏𝑘,𝐃𝑖) +
𝜆
2
‖𝐏𝑘 − 𝐏𝐶‖

2
𝐹 , 𝑠.𝑡.𝐏𝑘 ∈ , (9)

where  is the set whose elements satisfy the properties of 𝑛 × 𝑛
orthogonal projections.

In summary, we developed Algorithm 2 to achieve few-shot domain 
generalization for skin lesion segmentation.

4. Experiment

4.1. Dataset

4.1.1. ISIC (Codella et al., 2018, 2019; Gutman et al., 2016; Tschandl 
et al., 2018)

The ISIC dataset, published by the International Skin Imaging Col-
laboration (ISIC), offers a substantial dermal lesion segmentation re-
source. ISIC 2016 comprises 900 training images and 379 test images, 
6 
Algorithm 2 The Pseudo-code for the domain generalization strategy
  Input : Predictive image feature set 𝑋, High-level semantic feature 
set 𝑌 , Labels of domains 𝑛𝑖  
1: for each input pair (𝑥, 𝑦) in (𝑋, 𝑌 ) do
2:  𝑥𝑓𝑒𝑎𝑡𝑢𝑟𝑒 ← ProcessLayers(𝑥, 4 epochs);
3:  𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒 ← ProcessLayers(𝑦);
4:  𝑐𝑜𝑚𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 ← Concatenate(𝑥𝑓𝑒𝑎𝑡𝑢𝑟𝑒, 𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒);
5:  𝐻𝑖𝑔ℎ𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 ← Downsample(𝑐𝑜𝑚𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠);
6: for 𝐹𝑖 in 𝐻𝑖𝑔ℎ𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 do
7:  if 𝑛𝑖 is Source Domain then
8:  Mapping to 𝑤 and backpropagation;
9:  else if 𝑛𝑖 in Target Domains then
10:  𝐷𝑖 ← L2 norm(𝐹𝑖,Highsource);
11:  𝑃𝑘 ← Compute the center of the distribution;
12:  Optimization and backpropagation;

with ground truth annotations for all. ISIC 2017 contains 2000 training 
images and 600 test images, also fully annotated. ISIC 2018 includes 
2584 training images and 1000 test images. The dataset features a 
diverse array of skin lesions, primarily focusing on melanoma, with 
both cancerous and non-cancerous annotations provided.

4.1.2. PH2 (Mendonça et al., 2013)
The PH2 dermoscopy image dataset, acquired using the Tuebinger 

Mole Analyzer System under standardized conditions at Hospital Pedro 
Hispano, provides 200 dermoscopic images of melanocytic lesions. This 
dataset includes 80 common nevi, 80 atypical nevi, and 40 melanomas, 
ensuring uniformity in magnification and acquisition settings. Medical 
annotations accompany all images, detailing clinical and histological 
diagnoses, as well as assessments of various dermoscopic criteria.

4.1.3. PAD-UFES-20 (Pacheco et al., 2020)
The PAD-UFES-20 dataset features skin lesion images captured using 

various smartphone devices, collaboratively compiled by the Derma-
tology and Surgery Assistance Program of the Federal University of 
Espírito Santo (UFES), Brazil. This dataset includes 2298 samples rep-
resenting six different types of skin lesions, such as basal cell carcinoma 
(BCC), squamous cell carcinoma (SCC), actinic keratosis (ACK), sebor-
rheic keratosis (SEK), Bowen’s disease (BOD), melanoma (MEL), and 
nevi (NEV). Each sample includes a clinical image and up to 22 clinical 
features, such as patient age, lesion location, Fitzpatrick skin type, and 
lesion diameter.
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4.1.4. University of Waterloo dataset (DermIS, 2012; DermQuest, 2012; 
Vision and Image Processing Lab, University of Waterloo, 2021)

The University of Waterloo’s skin cancer detection study utilizes im-
ages from the public databases DermIS and DermQuest, supplemented 
with manually segmented lesion sites. This dataset consists of 206 
images, each with corresponding ground truth annotations, supporting 
risk assessment for melanoma based on dermatologic photographs.

4.2. Evaluation metrics

We predominantly utilized five established metrics to quantitatively 
assess skin lesion segmentation performance: Dice coefficient (Dice), 
Intersection over Union (IoU), Accuracy (Acc), Precision (Pre), and 
Recall (Re). The calculation formulas are: 

𝐷𝑖𝑐𝑒 = 2 × 𝑇𝑃
2 × 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁

, (10)

𝐼𝑜𝑈 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁

, (11)

𝐴𝑐𝑐 = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁

, (12)

𝑃𝑟𝑒 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

, (13)

𝑅𝑒 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

, (14)

where 𝑇𝑃  represents true positives (correctly identified lesion pixels), 
𝐹𝑃  represents false positives (non-lesion pixels incorrectly predicted as 
lesions), 𝑇𝑁 represents true negatives (correctly identified non-lesion 
pixels), and 𝐹𝑁 represents false negatives (actual lesion pixels missed 
by the model).

4.3. Implementation details

We conducted extensive experiments on the dataset. For the ISIC 
challenge, we strictly adhered to the training and test sets provided 
by the competition. For the ISIC 2018 dataset, the largest in volume, 
we performed self-validation tests, using 2076 of the 2584 training 
set images for training and the remaining 518 images for testing to 
confirm our model’s feasibility. For the PH2 dataset, we employed 900 
ISIC 2016 training images, randomly selecting 10 for validation and 
the remaining 190 for testing, demonstrating that our model achieves 
excellent generalization with minimal target domain data. Similarly, for 
PAD-UFES-20, we randomly selected 5 images for validation and the 
remaining 25 for testing. For the University of Waterloo dataset, we 
selected 10 images for validation and the remaining 196 for testing. 
This approach demonstrates that our model is highly generalizable, 
independent of the imaging device and the resolution of the images.

All experiments were conducted on an NVIDIA RTX 3090 GPU with 
24 GB of RAM, using Python 3.8 and PyTorch 2.0. The input image 
size was set to 224 × 224, and the patch size was set to 4. Weights 
pre-trained on ImageNet were used to initialize model parameters. 
During training, the batch size is 12, and we used a widely-used SGD 
optimizer with a momentum of 0.9 and weight decay of 1e−4 for model 
optimization during backpropagation.

4.4. Comparisons with state-of-the-art methods

To validate the performance of our proposed model, we conducted 
comparisons with several representative segmentation networks across 
public datasets, including ISIC 2016, ISIC 2017, ISIC 2018, PH2, PAD-
UFES-20, and the University of Waterloo. The compared models en-
compassed various popular segmentation architectures, including CNN-
based U-Net (Ronneberger et al., 2015), Att-UNet (Oktay et al., 2018), 
CE-Net (Gu et al., 2019), CPF-Net (Feng et al., 2020), MS RED (Dai 
et al., 2022), FAT-Net (Wu et al., 2022), GA-Net (Zhou et al., 2023), 
CPF-Net (Chen et al., 2024), and ViT coding-based TransUNet (Chen 
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et al., 2021), as well as Swin-UNet (Cao, Wang et al., 2022), alongside 
specialized dermatological segmentation network ICL-Net (Cao, Yuan 
et al., 2022). We selected U-Net as the baseline model. All compared 
models were trained using data from the original publications or under 
experimental conditions identical to our model.

4.4.1. Analysis of test results on the ISIC dataset
Quantitative comparisons between our model and other skin lesion 

segmentation methods on ISIC 2016, 2017, and 2018 datasets are 
presented in Table  1. In particular, Table  2 shows the experimental 
results comparing our method with other models on the ISIC 2018 Chal-
lenge ranking list. Our experiments indicate that our model consistently 
outperforms others across all test sets.

For the ISIC 2016 dataset, our results demonstrate superiority in 
IoU, precision, and accuracy. Specifically, our model improved Dice 
score by 1.60% and accuracy by 4.36% over the baseline. The IoU, 
a critical metric in segmentation tasks, measures the overlap between 
predicted and ground truth areas, and in this context, our model excels 
by an additional 2.99% over the baseline. Notably, while both IoU 
and Dice coefficient assess segmentation performance, they differ in 
their formulations: the Dice coefficient focuses more on the similarity 
between the predicted and true positive regions, while IoU accounts for 
false positives as well. This distinction is essential for understanding our 
model’s performance in identifying overlapping regions effectively.

The improvement of 1.60% in Dice score indicates a significant 
enhancement in accurately identifying lesion areas, which can directly 
benefit clinical decision-making by enabling earlier detection and more 
effective treatment of skin lesions. Similarly, the 2.99% improvement 
in IoU suggests that our model better manages false positives, thereby 
reducing the risk of misdiagnosis and ensuring patient safety.

The ISIC 2017 dataset, known for its complexity, posed no challenge 
for our method, achieving the highest scores in Dice, accuracy, and IoU. 
Notably, our model outperformed the baseline by 3.62% in Dice score, 
showcasing superior generalization abilities.

Regarding the ISIC 2018 dataset, our model adhered to cross-
validation methods used by other researchers and achieved excellent 
results in both training set validation and comparison against pub-
licly available test data. In training set cross-validation, our model 
secured the highest scores in Dice and IoU. When validating against 
the test set, we compared our results against all public methods’ net 
test data, achieving state-of-the-art in Dice score and surpassing the 
previous state-of-the-art in accuracy. Differences in testing environ-
ments reported by other researchers may explain slight deviations in 
IoU compared to the previous optimal model.

In practical application scenarios, the reported improvements
(e.g., 1.60% in Dice score and 2.99% in IoU) signify meaningful 
enhancements in segmentation accuracy, which can greatly impact clin-
ical decision-making. These metrics illustrate our model’s effectiveness 
in real-world tasks, ensuring better detection and treatment planning 
for skin lesions.

Qualitative comparisons between our approach and others for the 
ISIC 2016, 2017, and 2018 datasets are illustrated in Fig.  5. Segmenta-
tion results are depicted with red lines superimposed on dermoscopy 
images bordered in green, showing our method’s superiority in seg-
mentation accuracy, particularly in challenging scenarios. Our method 
achieves better outcomes even in extreme cases, indicating its effective-
ness in learning skin damage-related features and adapting to diverse 
segmentation tasks.

4.4.2. Analysis of test results on the PH2

Table  3 presents a quantitative comparison between our method and 
other skin lesion segmentation methods on the PH2 dataset. CE-Net 
exhibits poor generalization ability on the PH2 test set, while FAT-
Net shows inadequate performance on the ISIC 2016 test set. Our 
superior performance on the PH2 dataset, where samples were not 
visible during model learning, demonstrates satisfactory generalization 
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Fig. 5. Visual segmentation performance comparison of our net and some representative methods on the ISIC dataset. Green contours represent the ground truth. Red contours 
represent the segmentation results of different methods.
Table 1
This study compares our method with alternative approaches using ISIC datasets of varying vintages.
 Method test -ISIC 2016 test -ISIC 2017 validation-ISIC 2018
 Dice IoU Acc Pre Re Dice IoU Acc Pre Re Dice IoU Acc Pre Re

 U-Net 90.29 82.58 94.76 91.29 87.72 82.80 73.30 92.30 89.07 79.30 88.43 79.71 93.16 89.46 85.89 
 Att-UNet 90.83 83.43 94.43 92.12 88.42 83.20 74.40 92.50 87.29 84.11 88.32 79.52 93.17 87.73 87.11 
 CE-Net 91.80 85.01 95.30 91.84 90.32 85.61 77.54 93.51 89.91 84.52 89.45 81.32 94.03 89.18 87.60 
 CPF-Net 91.34 84.24 95.18 91.34 89.78 84.70 76.20 93.00 86.67 83.33 88.86 80.45 94.68 88.44 87.57 
 MS RED 91.43 84.43 95.67 91.60 89.53 84.83 76.32 93.10 87.07 83.74 89.18 80.92 95.03 89.14 87.36 
 FAT-Net 91.49 84.49 96.07 91.11 90.41 85.01 76.92 93.64 87.77 84.52 89.18 80.92 95.18 88.52 87.88 
 GA-Net – – – – – – – – – – 90.58 – 95.03 – –  
 CPF-Net – – – – – 85.83 77.27 93.58 90.88 84.88 90.61 84.25 94.74 89.54 91.27 
 TransUNet 91.32 84.89 96.21 92.28 89.63 85.51 77.34 93.47 88.56 84.22 89.50 82.61 93.67 88.12 89.50 
 Swin-UNet 91.27 84.14 96.18 91.39 89.45 83.50 72.28 93.20 84.27 83.14 88.46 79.86 94.45 88.24 87.43 
 Ours 91.89 85.57 96.25 95.65 89.66 86.42 78.37 93.97 92.17 85.33 91.47 84.78 95.35 91.28 93.15 
Table 2
The comparison experiments of our method with other models on the ISIC 2018 Challenge ranking list.
 Method test -ISIC 2018
 Dice IoU Acc Se Sp

 SCDC (Lei et al., 2020) 88.50 82.40 92.90 95.30 91.10 
 ACA-Net (Saha et al., 2020) 89.10 81.90 — 94.30 93.20 
 Deeplabv3+ (Chen et al., 2018) 89.60 82.50 94.20 96.20 92.10 
 SESV-DLab (Xie et al., 2020) 90.20 83.30 94.60 96.20 92.50 
 ICL-Net (Cao, Yuan et al., 2022) 90.30 83.90 94.40 94.10 92.90 
 Ours 90.30 83.60 94.70 92.40 93.90 
Se: Sensitivity Sp: Specificity.
ability, attributed to learning boundaries as general features across 
different distributions. Compared to the benchmark model, our model 
achieves a 5.36% higher IoU and surpasses our biggest competitor, ICL-
Net, by 1.67%, illustrating our significant advantage in cross-domain 
dermatology segmentation. The qualitative comparison between our 
method and others for the PH2 dataset is shown in Fig.  6.

To provide a more comprehensive assessment of model perfor-
mance, we conducted a comparative analysis of the characteristics of 
the ISIC 2016 and PH2 datasets and their impact on experimental 
outcomes. The ISIC 2016 dataset has a large sample size and diverse 
lesion types, including melanoma and non-melanoma cases. This diver-
sity and high-resolution imaging contribute to the robustness of our 
model, enabling it to excel in complex clinical scenarios. In contrast, the 
PH2 dataset, with a smaller sample size and standardized acquisition 
conditions, offers high image consistency, which likely enhances seg-
mentation performance. However, the limited lesion types and sample 
8 
size in PH2 may affect model generalization.
Despite these differences, our model achieved outstanding perfor-

mance on both datasets, demonstrating its generalization capability 
across varied imaging conditions and underscoring its potential for 
real-world clinical applications.

4.4.3. Analysis of test results on imaging datasets from different devices
Quantitative comparisons of our method with UNet and TransUNet 

on the Waterloo and PAD datasets are provided in Table  4. Our model 
significantly outperforms UNet and TransUNet in terms of IoU, Dice 
score, accuracy and precision. Since the samples from these datasets 
were not visible during model training and because they primarily con-
sist of low-definition skin lesion images often captured by cell phones, 
our superior performance illustrates our model’s ability to overcome 
limitations related to imaging devices and image quality. This success 
is largely attributed to our effective domain generalization learning.
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Fig. 6. Visual segmentation performance comparison of our model and some representative methods on the ISIC 2016 + PH2 dataset.
Table 3
The quantitative evaluation of experiments is conducted on the ISIC 2016+PH2

dataset.
 Method test -PH2

 Dice IoU Acc Pre Re

 U-Net 90.56 83.56 94.86 90.30 93.47 
 Att-UNet 90.29 82.70 94.68 91.35 93.26 
 CE-Net 90.87 83.90 95.38 93.21 96.01 
 CPF-Net 91.67 85.48 95.59 91.81 95.90 
 MS RED 92.65 85.29 95.46 90.38 95.52 
 FAT-Net 92.21 85.18 95.43 92.85 96.33 
 TransUNet 90.96 83.99 95.42 91.18 95.68 
 Swin-UNet 92.69 87.08 96.03 91.42 94.87 
 ICL-Net 92.80 87.25 96.32 — 95.46 
 Ours 94.03 88.92 96.34 94.06 94.57 

For the Waterloo dataset, our model achieves a 10.06% higher IoU 
compared to the baseline model and exceeds TransUNet by 5.62% in 
IoU. Similarly, on the PAD dataset, our model demonstrates a 5.92% 
higher IoU relative to the baseline model and surpasses TransUNet 
by 1.57% in IoU. Consequently, we can conclude that our model 
significantly outperforms UNet and TransUNet in handling challenging 
data, including skin lesion images from various imaging devices and 
those of low quality. The qualitative comparison of our method with 
others for the Waterloo and PAD datasets is illustrated in Fig.  7.

4.5. Ablation study

We conducted ablation studies on our proposed FDG and MM mod-
ules using the ISIC 2016 and PH2 datasets, and an additional ablation 
study on the BFM module using the ISIC 2016 dataset. The quantitative 
comparison results for the FDG and MM modules are presented in Table 
5, with the qualitative comparison shown in Fig.  8. The quantitative 
comparison results for the BFM module are provided in Table  6.

4.5.1. Effectiveness of FDG module
This research aims to assess the efficacy of the few-shot domain 

generalization module. We integrated this module into a model and 
benchmarked it against our baseline network. On the ISIC 2016 dataset, 
the model with the FDG module achieved a Dice coefficient of 91.17%, 
showing notable accuracy improvements. For the PH2 dataset, the 
Dice coefficient rose by 0.17%, with accuracy increasing by 0.54% 
9 
Fig. 7. Visual segmentation performance comparison of our model with representative 
methods on datasets imaged by mobile phones.

and IoU by 0.46%. The ISIC 2016 tests, where training and testing 
occurred within the same dataset, presented minimal inter-domain 
differences, limiting the module’s impact due to the small sample size. 
Conversely, the PH2 experiments required the model to generalize 
across domains, having been trained on ISIC 2016 and tested on PH2. 
Here, the FDG module significantly boosted performance, emphasizing 
its value in scenarios involving diverse data distributions. This validates 
the FDG module’s crucial role in enhancing segmentation accuracy in 
cross-domain settings and illustrates our model’s robust generalization 
capabilities.

4.5.2. Effectiveness of MM module
This series of experiments evaluates the efficacy of the MM module. 
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Table 4
The study conducts comparative experiments to evaluate the efficacy of the method proposed in this paper against alternative approaches using 
datasets imaged by mobile phones.
 Method test -Waterloo test -PAD

 Dice IoU Acc Pre Re Dice IoU Acc Pre Re

 U-Net 82.71 72.41 96.03 74.78 96.47 87.71 79.45 94.85 82.47 95.69
 TransUNet 86.51 77.21 97.68 80.12 96.49 90.82 83.80 96.98 90.76 92.06
 Ours 90.03 82.47 98.42 94.69 87.14 91.88 85.37 97.41 95.69 89.02
Table 5
Ablation analysis of our net through adding the FDG Module and the MM Module step 
by step to the baseline model.
 Dataset +FDG +MM Dice IoU Acc Pre Re  
 
ISIC 2016

91.10 84.66 95.90 94.57 89.37 
 ✓ 91.17 84.72 95.99 93.67 90.58 
 ✓ 91.58 85.17 96.04 93.95 90.92 
 ✓ ✓ 91.89 85.57 96.25 96.65 89.66 
 
PH2

92.60 86.63 95.16 92.02 94.28 
 ✓ 92.87 87.09 95.70 90.31 96.37 
 ✓ 92.99 87.23 95.82 90.04 96.89 
 ✓ ✓ 94.03 88.92 96.30 94.06 94.57 

Fig. 8. Results of ablation studies on ISIC 2016 and PH2 datasets.

We replaced the images processed by the original network’s mod-
ule with uniformly white RGB images, trained the model, and then 
compared the results with those from the network utilizing the MM 
module.

On the ISIC 2016 dataset, the addition of the MM module resulted 
in a 0.48% increase in the Dice coefficient over the baseline model, 
affirming its role in enhancing skin lesion boundary detection. The 
IoU also rose from 84.66% to 85.17%, indicating that the module 
aids the model in focusing more effectively on high-frequency details 
while filtering out less relevant, low-frequency information. On the PH2

dataset, incorporating the MM module led to improvements across all 
key performance metrics.

These findings underscore that the MM module significantly boosts 
the model’s ability to discern detailed features at the edges of skin 
lesions, thereby improving overall performance metrics. This enhance-
ment is crucial for the accuracy of skin lesion segmentation tasks.

4.5.3. Effectiveness of BFM module
This study aims to evaluate the effectiveness of Bridge Fusion Mod-

ules (BFM) in enhancing segmentation performance. BFM exists in three 
10 
Table 6
Ablation analysis of our net through adding the BFM Module on ISIC 2016.
 BFM∗ BFM3 BFM2 Dice IoU Acc Pre Re  
 87.45 84.08 94.55 91.80 89.82 
 ✓ 87.39 84.27 94.83 93.16 88.47 
 ✓ 89.49 85.19 95.31 93.72 90.21 
 ✓ ✓ 90.43 85.32 95.97 93.54 89.93 
 ✓ ✓ 91.25 85.21 96.00 94.45 90.10 
 ✓ ✓ ✓ 91.89 85.57 96.25 96.65 89.66 

forms: the Weight Multiplication Layer Module (BFM∗), the Three-
channel Bridge Fusion Module (BFM3), and the Two-channel Bridge 
Fusion Module (BFM2). In this research, the baseline model stacks 
multiple features without fusion. We incrementally incorporated these 
three modules into the baseline network and conducted extensive com-
parative evaluations on the ISIC 2016 dataset. The experimental results 
indicate consistent metric improvements with each module inclusion. 
Specifically, incorporating BFM3 yielded a 2.04% increase in Dice co-
efficient, a Recall of 90.21%, and a 1.11% IoU improvement compared 
to the baseline. These results demonstrate that BFM3 enhances network 
performance and significantly contributes to feature activation during 
the multi-feature fusion stage. Based on the initial integration of BFM3, 
further additions of BFM∗ and BFM2 led to progressive performance 
enhancements. Specifically, adding BFM∗ resulted in minor increases in 
Dice, IoU, and Accuracy. Following this, the addition of BFM2 brought a 
4.44% increase in Dice, a 1.49% improvement in IoU, a 1.70% increase 
in Accuracy, and a 4.85% gain in Precision compared to the baseline. 
Although there was a slight decrease in Recall, this was likely due to the 
substantial gain in Precision, indicating an overall improvement despite 
a minor trade-off in sensitivity. These experimental findings validate 
the effectiveness of combined BFM configurations in feature fusion, 
demonstrating that integrating various BFM modules amplifies their 
performance benefits. This underscores BFM’s critical role in achieving 
precise skin lesion segmentation, highlighting the high efficacy of our 
network.

4.5.4. Effectiveness of the combination of FDG module and MM module
This study evaluates the efficacy of integrating the MM module and 

the FDG module. We compared the model combining both modules 
with our proposed backbone network. On the ISIC 2016 dataset, the 
combination of both modules demonstrated a notable improvement 
with a Dice coefficient increase of 0.79% to 91.89% and an accu-
racy enhancement to 96.25%, reflecting improved model predictions. 
The increase in IoU by 0.91% further indicates enhanced overlap be-
tween predicted and actual regions. The performance gains were even 
more significant on the PH2 dataset, with increases of 1.43% in Dice 
coefficient, 1.14% in accuracy, and 2.29% in IoU, peaking at 88.92%.

These results confirm that the combined use of the MM module and 
FDG module significantly boosts performance across all metrics. The 
synergy between these modules not only improves boundary prediction 
accuracy but also enhances the model’s adaptability to various data 
distributions, leading to superior detail capture and robust general-
ization. This validates the effectiveness of the module combination in 
refining the accuracy and consistency of segmentation results, thereby 
optimizing overall model performance.
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Fig. 9. Quantitative analysis of ISIC 2016 and PH2 datasets’s results.
4.5.5. Quantitative analysis
A quantitative comparison of our ablation experiments is presented 

in Fig.  9. It shows how additional modules influence model perfor-
mance. Initially, ISIC 2016 results without modules displayed IoUs 
between 0.45 and 0.65, indicating unstable segmentation. Adding the 
FDG module slightly improved the median IoU, but data points re-
mained sparse. Introducing the boundary feature extraction module 
significantly boosted both the median and first quartile IoUs. Optimal 
performance was achieved when both modules were used together, 
yielding higher IoUs, fewer outliers, and tighter data distribution. For 
PH2, the baseline median IoU was 0.89, with wide variation and many 
outliers. Adding the FDG module slightly improved the mean IoU and 
reduced outliers. The boundary feature extraction module alone raised 
the mean IoU to 0.8723 and narrowed the data spread. Combining both 
modules brought the median IoU to a stable 0.91, with data clustered 
between 0.87 and 0.93, demonstrating improved model generalization 
and segmentation accuracy.

5. Discussion

5.1. Subjectivity issues in ground truth annotations within public datasets

In the process of performing the dermoscopy image segmentation 
task, we noticed that there is some subjectivity in the Ground Truth 
in the public dataset. It primarily due to varied expert interpretations 
of lesion boundaries. Such inconsistencies introduce non-universal fea-
tures that can impair the generalization and diagnostic accuracy of 
deep learning models. Recognizing this challenge is crucial for directing 
future research and algorithm refinement. There is a pressing need 
for more standardized and objective evaluation methods. Addressing 
annotation subjectivity is vital for advancing the precision of dermo-
scopic image segmentation techniques. Future efforts should focus on 
innovative methods that better manage these variabilities. We provided 
some typical examples shown in Fig.  10.

5.2. The impact of imaging device variability on segmentation outcomes

In this study, we utilized the PAD-UFES-20 dataset, developed in 
collaboration between the Federal University of Espírito Santo (UFES, 
Brazil) and the Program of Assistance in Dermatology and Surgery 
(PAD), to assess the adaptability and effectiveness of our skin lesion 
image segmentation model across diverse clinical settings. Unlike con-
ventional high-resolution datasets, the PAD-UFES-20 dataset consists 
primarily of low-resolution images taken with various smartphone 
devices. Despite the inherent challenges of low resolution and device 
variability, which typically hinder image segmentation performance, 
11 
Fig. 10. Controversial data is present in the Open Dermatology dataset. Above is the 
image. Below is the GroundTruth. The red boxed region denotes the controversial 
GroundTruth area. It encompasses: (a) overly detailed edge definitions, (b) imprecisely 
defined edge regions, (c) non-lesional areas erroneously identified as lesional, and (d) 
controversial lesional regions lacking labels.

Fig. 11. Data in PAD that are difficult for neural network models to segment due to 
imaging equipment and quality.

our model demonstrated significant robustness and adaptability. This 
performance is particularly pertinent in resource-limited environments 
where affordable technologies like smartphones can play a crucial 
role in enhancing healthcare delivery. By effectively utilizing common 
smartphones for skin lesion screening, our approach could substantially 
improve global health equity, especially in low-income and remote 
regions. We plan to continue refining the model to increase its accuracy 
and reliability in complex clinical scenarios. We presented some typical 
challenging data in the PAD dataset in Fig.  11.

6. Conclusion

This study presents a high-precision model for segmenting lesions in 
dermoscopic images. By integrating a hybrid feature extractor that com-
bines CNNs and ViTs, the model effectively captures both spatial and 
local image features. An adaptive boundary delineation component, 
based on non-convex optimization, enhances the accuracy of lesion 
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boundary detection, ensuring detailed and precise segmentation. To 
further refine the output, texture features are combined with raw image 
features, enriching the information while preserving fine details in the 
shallow feature maps. To address challenges in dataset variability, the 
model incorporates a domain-adaptive adversarial learning strategy. 
This approach improves generalization by aligning the model with 
diverse data distribution characteristics, making it more robust across 
different datasets. Validation on publicly available dermoscopic image 
datasets, including ISIC, PH2, PAD-UFES-20, and the University of Wa-
terloo skin cancer database, demonstrates the model’s state-of-the-art 
performance and strong generalization capabilities.

Despite its strengths, the model’s complexity and high parameter 
count may limit its application in resource-constrained environments. 
Future research will focus on optimizing the model’s structure to re-
duce computational requirements while enhancing its ability to process 
challenging lesion features. These advancements aim to create more 
efficient and adaptable tools for dermoscopic image segmentation, 
ultimately supporting clinical diagnosis and dermatological research 
more effectively.
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